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Abstract. In this paper we report on a study on feature selection within
the minimum–redundancy maximum–relevance framework. Features are
ranked by their correlations to the target vector. These relevance scores
are then integrated with correlations between features in order to ob-
tain a set of relevant and least–redundant features. Applied measures
of correlation or distributional similarity for redunancy and relevance
include Kolmogorov–Smirnov (KS) test, Spearman correlations, Jensen–
Shannon divergence, and the sign–test. We introduce a metric called
“value difference metric“ (VDM) and present a simple measure, which
we call “fit criterion“ (FC). We draw conclusions about the usefulness of
different measures. While KS–test and sign–test provided useful informa-
tion, Spearman correlations are not fit for comparison of data of different
measurement intervals. VDM was very good in our experiments as both
redundancy and relevance measure. Jensen–Shannon and the sign–test
are good redundancy measure alternatives and FC is a good relevance
measure alternative.

Key words: feature selection; relevance and redundancy; distributional simi-
larity; divergence measure

1 Introduction

In biomedical image processing, it is difficult to classify organ tissues using shape
or gray level information, because image intensities overlap considerably for soft
tissue. Hence, features used for processing often go beyond intensity and include
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(MAT-2005-07244-C03-03).
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something what can be very generally referred to as texture (see [1]). The use of
an adequate feature set is a requirement to achieve good classification results.

Feature selection generally means considering subsets of features and even-
tually choosing the best of these subsets. The “goodness“ of feature subsets can
be estimated by filters, such as statistical or information theoretic measures, or
by a performance score of a classifier (wrappers). Currently many approaches
to feature selection in bioinformatics are either based on rank filters (univari-
ate filter paradigm) and thereby do not take into account relationships between
features, or are wrapper approaches which require high computational costs.

Multivariate filter-based feature selection has enjoyed increased popularity
recently [2]. The approach is generally low on computational costs. Filter–based
techniques provide a clear picture of why a certain feature subset is chosen
through the use of scoring methods in which inherent characteristics of the se-
lected set of variables is optimized. In comparison wrapper-based approaches
treat selection as a black-box and optimize the prediction ability according to a
chosen classifier.

In feature selection, it is important to choose features that are relevant for
prediction, but at the same time it is important to have a set of features which is
not redundant in order to increase robustness. [3,4,5,6,7,8,9,10] have elaborated
on the concepts of redundancy and relevance for feature selection. [11,4,9] pre-
sented feature selection in a framework they call min-redundancy max-relevance
(here short mRmR) that integrates relevance and redundancy information of
each variable into a single scoring mechanism.

Our data consist of slices in a 3-D volume taken from CT of bones, into
which a tracing material was introduced1. Fig. 1 shows the alien biomaterial
marked in white on the right and organic bone material (referred to henceforth
as non-biomaterial in order to distinguish it from the introduced biomaterial).
For the classification task, the introduced biomaterial is the target class and
relatively small as compared to the non-target class. The volume centers around
the introduced material and hence, percentage of biomaterial is greatest in the
centers (around 10 percent), becoming less towards the exteriors.

In this article we present an experimental evaluation of several filters for com-
puting redundancy and relevance. In section 2 we will introduce the concepts
of redundancy and relevance and compare several measures. We put emphasis
on non–parametric filters that are low on computational costs, using very sim-
ple density estimation. Section 3 describes experimental methodology and the
results are presented in section 4. In section 5 we then discuss and draw some
conclusions.

2 Feature Selection with Relevance and Redundancy

In feature selection the aim is to choose a subset of features in order to improve
performance and efficiency with respect to a task (in our case classification) and

1 Samples from the data set are available on the homepage of one of the authors:
http://www.maia.ub.es/~maite/out-slice-250-299.arff.

http://www.maia.ub.es/~maite/out-slice-250-299.arff
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A central slice and its labels

Fig. 1. A central slice in the 3-D volume (left) and its labels (right) marked
white

to reduce noise. Information loss in the reduction of the feature space should be
kept as small as possible so the resulting space can provide enough information
for classification.

Relevance measures the “goodness“ of the projection from individual at-
tributes to labels. Redundancy measures how similar features are (or inversely,
how much adding a feature to a given set of features contributes to prediction2).
As such, both redundancy and relevance measures fall into the class of measures
for statistical dependence, distributional similarity, or divergence measure.3

We will now outline several relevance and redundancy criteria based on mu-
tual information, statistical tests, probability distributions, and correlation co-
efficients. Since we do not know, the true distribution of the data, we prefer non-
parametric and model-free metrics. Non-parametric tests have less power (i. e.
the probability that they reject the null hypothesis is smaller) but should be pre-
ferred when distributions could be non–gaussian. Furthermore non–parametric
filters are generally more robust to outliers than parametric tests.

Within the context of feature selection, we will write targets as Y ∈ CN , |C| =
d,C = {c1, ..., cd} and denote feature i as Xi, with elements xk

i .

2.1 Relevance Criteria

Relevance is distributional similarity between a continous feature vector and a
target vector. In this article we consider the case of two classes (binary classifi-
cation). Relevance criteria determine how well a variable discriminates between

2 Even though, redundancies can be n-ary relations of features, henceforth we will
take redundancies to mean binary relations, i. e. between only two features, which
is how it was used in [11,4,9].

3 Shortly, while similarity and divergence are two different concepts, in this context,
divergence or distance is taken to mean dissimilarity.
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the classes. They are a measure between a feature and the class, i. e.

Rel(X,Y ) ≡ how useful is X for predicting Y. (1)

The relevance criteria that we discuss and use later in experiments are:

– Symmetric Uncertainty (SU)

– Spearman rank correlation coefficient (CC)

– Value Difference Metric (VDM)

– Fit Criterion (FC)

Of these, symmetric uncertainty was used before as a relevance criterion
[5,7]. Symmetric uncertainty is symmetric and scaled mutual information [12].
Mutual information was used by [4,9] and by [3]. [13] used normalized mutual
information for gene selection.

As for Spearman correlations, we did not find a prior publication that refers
to it as a relevance criterion, but we thought it might be better to use a non-
parametric measure instead of relying on linear correlations (Pearson product–
moment correlations), which have been used before as relevance measure [14,8].
We did not use Pearson correlations because of their sensibility to extreme val-
ues, their focus on strictly linear relationships, and the assumption of gaussianity.
For non-gaussian data rank–correlations should be preferred over Pearson corre-
lations (see [15] on rank correlations and [16] as one of many recommendations
to use Spearman correlations instead).

We show how a measure of probability difference, similar to one presented
before as the “value difference metric“ [17], can be adapted as a relevance cri-
terion. We propose a new measure, which we call “fit criterion“ which measures
relevance similar to the z-score.

Value Difference Metric We will refer to p(X) as the probability function of
variable X, p([X

∣

∣Y = ci]) as the probability function of X with target Y = ci,
and p(X = x) as the probability density of X at x.

We define a simple, continuous, monotonic function that measures overlap
between two variables X1 and X2:

(
∫

|p(X1 = x) − p(X2 = x)|
q

dx

)1/q

, where q is a parameter (2)

We chose q = 1, which has been used similarly by [17,18,19] under the name
value difference metric as distance measure.

Given that the probabilities that X is equal to a given x for all possible
values of x is 1,

∫

p(x) dx = 1, total divergence would give the sum

∫

p(X1 = x) dx +

∫

p(X2 = x) dx = 2 (3)
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In order to have a range between 0 and 1 we divided by 2. This gives a very
intuitive, vertical distance between the probability mass functions.

VDM(X1,X2) =
1

2

∫

|p(X1 = x) − p(X2 = x)| dx (4)

Our VDM relevance measure is based on the idea that conditional distri-
butions of variables

{

p([Xi|Y = cj ])
∣

∣j = 1, . . . , d
}

should be distinct from each
other. We define VDM relevance (to which we will refer to short as VDM) of a
feature X and labels Y with two classes c1 and c2 as:

VDM(X,Y ) =
1

2

∫

|p(X = x|c1) − p(X = x|c2)| dx (5)

Fit Criterion For a given point x a criterion of fit to one distribution X1 could
be defined as the points distance to the center of the distribution X1 in terms
of the variance of the distribution varX1

.

∣

∣x − X1

∣

∣

varX1

(6)

where X is a center of the distribution (as given e. g. by the mean or median4).)
and var denotes some measure of statistical dispersion, (e. g. the mean absolute
deviation from the mean)

A decision criterion for whether a point x belongs to distribution X1 or to
distribution X2 could be this:

FCP(x,X1,X2) =







1 if
|x−X1|
varX1

<
|x−X2|
varX2

2 if
|x−X1|
varX1

>
|x−X2|
varX2

(7)

In the case that both distances were equal we chose arbitrarily.
We refer to FCP as the fit criterion for a given point.
More general for k distributions and a feature, this can be expressed as

FCP(x,X) = argi=1...,k min

∣

∣x − Xi

∣

∣

varXi

(8)

We now show the derivation of the decision boundary ẋ that results from
FCP given again two distributions X1 and X2. Our decision boundary ẋ is at
equal distance to both µX1

in terms of σX1
and µX2

in terms of σX2
.

|µX1
− ẋ|

σX1

=
|µX2

− ẋ|

σX2

(9)

4 The choice between mean and median should depend on characteristics of the data
and the task. However, as the classical center of gravity the mean is preferable.
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We also know that ẋ is between µX1
and µX2

. We assume µX1
≤ µX2

and
therefore µX1

≤ ẋ ≤ µX2
and resolve

ẋ =
µX1

σX2
+ σX1

µX2

σX2
+ σX1

(if µX1
≤ µX2

) (10)

Such decision boundaries ignore many of the characteristics of the distri-
butions, but are unbiased between different distributions, because they do not
take into account prior class-probabilities. Note that the above expression loses
meaning with long tails and with n-modal distributions (n > 1).

For the decision, whether x from distribution X1 belongs to class c1 or c2 we
write FCP(x, [X1|Y = c1], [X|Y = c2]).

For calculating relevance based on the FCP, we proceed with the conditional
distributions p([Xi|Y = c1]), Xi, where corresponding targets are equal to c1,
and for each point x ∈ Xi we compute the FCP, i. e. the class which point
x should belong to according to equation 8. This is then matched with the
target labels and the percentage of correct classification by equation 8. We use
this as a relevance criterion and call it “fit criterion“ (short “FC“). Given data

[X|Y = ci] of features X =
{

xj
i

∣

∣i = 1 . . . m, j = 1 . . . N
}

⊂ R
Nm, where N is

the number of points and m the number of features, and matching class labels
Y =

{

yj
∣

∣j = 1 . . . N
}

∈ CN , we define the relevance fit criterion for binary class
labels in Y and some feature Xk as:

FC(Xk, Y ) =
1

n

N
∑

i=1

1FCP(xi

k
,[Xk|yi=c1],[Xk|yi=c2])=yi, (11)

where 1 is an indicator function returning 1 (correct) or 0 (incorrect) depending
on the correctness of the prediction by FCP. This relevance criterion takes the
average accuracy of the separation by the σ–normalized distance from centers of
distribution Xk given label c1 and given label c2, respectively.

2.2 Redundancy Criteria

Redundancy criteria measure similarity between the distribution of attributes
and the distribution of labels5.

Formally the redundancy between features X1 and X2 given class targets
Y ∈ CN = {c1, . . . , d}

N
can be written as

Red(X1,X2, Y ) =
1

d

d
∑

i=1

∆ ([X1|Y = ci], [X2|Y = ci]), (12)

where [X1|Y = ci] denotes the distribution of feature 1, given class i (i. e.
{X l

1|∀l, Y l = ci}, and ∆ one of the distributional similarity measures that will

5 As such there exists abundant literature on goodness of fit however we did not find
comparisons within the context of feature selection for pattern recognition.



Redundancy and Relevance Measures for Feature Selection 7

follow in this subsubsection. There could be more advantageous ways to combine
the conditional metrics than the arithmetic mean as in equation 12, but we chose
consciously a conservative one.

Relevance and redundancy measures are tests for the goodness-of-fit and as
such, we could use similar or even the same functions for measuring redundancy
and relevance. Given a relevance measure Rel(), features X1 and X2, and targets
Y ∈ CN , we can define

Red(X1,X2, Y ) =
1

d

d
∑

i=1

(Rel([X1|Y = ci], [X2|Y = ci])) . (13)

We used these redundancy criteria:

– Kolmogorov-Smirnov test on class-conditional distributions (RKSC)
– Kolmogorov-Smirnov test ignoring classes (RKSD)
– Redundancy VDM (RVDM)
– Redundancy Fit Criterion (RFC)
– Spearman rank correlation coefficients (RCC)
– Jensen-Shannon Divergence (RJS)
– Sign–test (RST)

Redundancy can be measured taking into account classes or without respect
to a given class. For purpose of comparison, we include two redundancy crite-
ria that differ only in whether or not they use class information, RKSC and
RKSD. We compute all redundancy measures on the class conditional distribu-
tions except for RKSD. Recently, Zhang et al. found that taking class–specific
correlations they obtained better results.

The Jensen-Shannon divergence is a symmetric and scaled version of the
Kullback-Leibler divergence (sometimes: information divergence, information gain,
relative entropy, which is an information theoretic measure of the difference be-
tween two probability distributions P and Q [20].

We will describe the redundancy VDM and the redundancy fit criterion in
the following.

Redundancy Fit Criterion Equation 11 gives the goodness of fit with re-
spect to two classes, c1 and c2, averaged over all points of a feature Xk. The
binary sequence behind the sum represents correct class attributions (hits, 1)
and incorrect class attributions (misses, 0) for each point of a feature Xk. Let
us write the indicator function (and binary vector) corresponding to feature Xk

as hitsXk
∈ {1, 0}N , where N are the number of points of Xk. We define hits as:

hits

{

1 if FCP(xi
k,

[

Xk|y
i = c1

]

,
[

Xk|y
i = c2

]

) = yi

0 otherwise
(14)

A very simple similarity measure between two features X1 and X2 given
their binary sequences hitsX1

and hitsX2
could be the normalized sum of hits
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combined by binary operators:

RFCX1,X2
=

∑

(hitsX1
∧ hitsX2

) ∨ (¬hitsX1
∧ ¬hitsX2

)

N
(15)

This formula quantifies the percentage of identically classified points. We will
refer to this measure as the redundancy fit criterion“ (short “RFC“).

3 Experiments

We benchmarked the feature selection quality resulting from redundancy and
relevance information combined by different selection schemes. Additionally we
selected features based on unitary filters, i. e. based on either relevance or re-
dundancy. We benchmarked first each relevance and redundancy criterion on
its own by unitary filters, then all 28 combinations of mentioned relevance and
redundancy measures with different selection schemes and random selection. We
selected feature sets of different sizes (S = [4, 8, 12, 16, 20, 30, 45, 60, 80, 100]6).

We compared five basic feature selection schemes. In the simplest selection
scheme, at each iteration we take the most relevant feature and discard all fea-
tures for which redundancy with the newly chosen features exceeds a threshold.
We iterate over these two steps until no features are left. This scheme was pre-
sented by [5] and we refer to it henceforth as “Greedy“. Varying the redundancy
thresholds we obtain a different number of features. As for the second selection
scheme we order features by either rel

red or rel − red and choosing the first s.
This schemes, presented by [9,4] were called minimum redundancy maximum
relevance quotient (mRmRQ) and minimum redundancy maximum relevance dif-
ference (mRmRD), respectively. In [21] we presented a selection scheme based
on an attractor network, which was thought to be capable of integrating more
complex redundancy interactions between features (henceforth called Hopfield)
and was comparable in performance to the mRmR framework. This is our third
selection scheme. As our last selection scheme we rely on unitary filters which
means either only relevance or only redundancy was taken into account. For the
relevance case, the s most relevant features were used, and for the redundancy
case, starting from the complete set of features, at each step the most redundant
feature is removed until the desired numbers of features s are left. At last, we
also compared a baseline of random selection.

We applied three classifiers for benchmarking. These were Näıve Bayes, Gen-
tleBoost, and a linear Support Vector Machine. As for Näıve Bayes we relied
on our own implementation for multi-valued attributes using 100 bins. For Gen-
tleBoost we used 50 iterations. For SVM classification, we used libsvm [22].
Features were z-normalized and the cost function was made to compensate
for unequal class priors, i. e. the weight of the less frequent class was set to

max
(

♯(Y =c2)
♯(Y =c1)

, ♯(Y =c1)
♯(Y =c2)

)

. We set the SVM complexity parameter C to 1 which

seemed to be a good choice and in the right order of magnitude.

6 This choice expresses an emphasis on feature sets of sizes ≤ 30 because that was
were they were the greatest differences between the different methods.
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At each number of features – in order to have many validations at acceptable
speed – we made 10 random samplings of size n/10 and for each sampling we
did 5-fold cross-validation. As for random feature selection, we did 10 random
samplings of the data of size n/10 and tested 10 random selections of features
in 5-fold cross-validation.

The complete feature set consisted of 127 features. We included 10 features
from the Laplacian Pyramid [23], 100 Gabor features [24] in 10 orientations
and 10 scales, 9 features from luminance contrast [25], 7 features from texture
contrast [26], and intensity.We added 50 useless variables (probes) which good
feature selection methods should eliminate. 49 of these probes were random
variables. 25 of those standard normal distributed, 24 uniformly distributed in
the interval (0, 1). The last probe was a variable of zeros.

The experiments and comparisons following in this section are therefore based
on a set of 177 features and their respective relevance measures and mutual
redundancies. Details on the methods can be found in [27].

4 Results

Within the scope of this article we focus on these questions:

1. What are the best measures of relevance and redundancy (RR)?
(a) What is the best redundancy and relevance (RR) combination?
(b) What is the best redundancy measure?
(c) What is the best relevance measure?

2. Do class-conditional distributions give better redundancy estimations?

Question 1 concerns comparisons of relevance and redundancy measures. In
particular this concerns comparisons of combinations of redundancy and rele-
vance measures, and of redundancy measures and relevance measures, respec-
tively, among themselves.

In subsection 2.2 we proposed to calculate redundancy criteria based on class-
conditional distributions. As for question 2, we want to resolve whether this made
sense, looking at RKSC and RKSD redundancy criteria which only differ in using
class-conditional distributions and total distributions.

4.1 Statistical Evaluation

We used AUC as our performance measure. Following the recommendations
of [28] we did not base our statistics on performances of single folds but took
averages (medians7) over folds.

7 According to the central limit theorem, any sum (such as e. g. a performance bench-
mark), if of finite variance, of many independent identically distributed random
features will converge to a Gaussian distribution. This is however not necessarily to
expect for only 5 values, i. e. from 5-folds of cross-validations. After finding partly
huge differences between means and medians over cross-validations, in pre-trial runs,
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In table 1 redundancy and relevance combinations are compared over all clas-
sifiers, all numbers of features, and mRmRQ, mRmRD, and Hopfield. Tables 2
and 3 analyze redundancy measures and relevance measures, respectively, over
all classifiers, numbers of features, mRmRQ/D, and Hopfield, and relevance or
redundancy measures, respectively.

A difficulty with regard to the Greedy method is that it produces feature sets
with an unpredictable number of features. We included all Greedy schemes in

number-of-features specific comparison tables using a threshold of
|sdesign−sGreedy|

sdesign
≤

0.1.

We now explain the format of the result tables. The first column gives the
name of the method, specified by selection scheme, redundancy, and relevance
measures8. The second column indicates the rank of the method within methods
compared in the same table. Ordering follows by mean rank of performance
(third column). Median performance and interquartile range of the vector of
performance scores (columns four and five) served for statistical comparisons by
Friedman test and Nemenyi post-hoc test (F/N), and Wilcoxon Signed Rank
Test (SR). One-to-one comparisons of methods by these statistical tests can be
found in columns six and seven as win and loss scores (W/L) indicating statistical
significance.

4.2 Redundancy and Relevance Measures

In table 1 you can find a ranking of RR combinations over all numbers of features
and over mRmRQ/D and Hopfield.

The best combination was RVDM with FC. The table shows nearly coher-
ent groupings by relevance measure. Everything including SU is clearly on the
bottom. Also bad, but better than SU we find combinations with CC relevance.
RFC and RCC redundancy seem worse than others, with RCC having greater
deviation. A good redundancy measure seems to be RVDM.

In table 2 we see rankings of redundancy measures averaged (medians) over
mRmRQ/D and Hopfield over all numbers of features. Here the clear winner is
RJS, followed by RVDM and RST together with highly correlated RKSC and
RKSD. RFC comes last, after RCC. Both had been only low correlated to the
other measures (and higly negatively with each other).

A comparison of relevance measures we find in table 3. The statistics are
again over mRmRQ/D and Hopfield and over all numbers of features. VDM
and FC, which had been found highly correlating, are clearly the best relevance
measures. CC comes before SU, which is the clear looser.

we decided to take the more robust median (which in case of normal distributions is
equal to the arithmetic mean anyway). As for the error-bar, we plot the interquartile
range (short: IQR), which is the difference between values at the first (25%) and the
third quartile (75%).

8 in the case of table 1 the average is taken over selection scheme
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index mean rank median iqr F/N W/L SR W/L

RVDM+FC 1 7.85 0.97 0.04 17/0 25/0

RCC+VDM 2 7.99 0.97 0.03 17/0 25/1

RVDM+VDM 3 8.38 0.97 0.04 18/0 24/0

RJS+VDM 4 8.63 0.97 0.04 17/0 24/1

RJS+FC 5 9.63 0.97 0.04 14/0 19/4

RKSC+VDM 6 9.89 0.96 0.07 17/0 19/4

RST+VDM 7 10.07 0.97 0.04 16/1 20/4

RKSD+VDM 8 10.14 0.96 0.07 16/2 15/6

RFC+VDM 9 10.39 0.97 0.03 16/2 16/4

RKSC+FC 10 10.68 0.96 0.09 16/0 14/7

RKSD+FC 11 10.73 0.96 0.09 16/1 14/7

RST+FC 12 11.07 0.97 0.08 15/3 16/7

RCC+FC 13 13.72 0.96 0.07 8/10 10/12

RJS+CC 14 13.94 0.96 0.05 9/12 13/10

RFC+FC 15 13.95 0.96 0.07 9/9 9/13

RST+CC 16 14.10 0.95 0.06 8/11 11/13

RVDM+CC 17 14.52 0.96 0.06 8/12 10/15

RCC+CC 18 15.42 0.95 0.05 7/14 10/8

RKSC+CC 19 15.62 0.95 0.08 9/13 9/17

RKSD+CC 20 16.08 0.95 0.08 8/14 8/18

RFC+CC 21 17.52 0.94 0.04 7/17 7/20

RJS+SU 22 17.92 0.94 0.09 6/21 6/21

RVDM+SU 23 19.60 0.87 0.16 3/22 3/22

RST+SU 24 21.28 0.88 0.13 4/23 4/23

RKSC+SU 25 21.51 0.86 0.15 3/23 3/23

RKSD+SU 26 21.98 0.86 0.15 2/24 2/24

RFC+SU 27 26.62 0.79 0.18 0/26 1/26

RCC+SU 28 26.79 0.84 0.17 0/26 0/27

Table 1. RR Combinations over mRmRQ/D and Hopfield, and over all Numbers
of Features

index mean rank median iqr F/N W/L SR W/L

RJS 1 2.68 0.97 0.04 5/0 6/0

RVDM 2 2.94 0.96 0.04 3/0 5/1

RST 3 3.82 0.96 0.07 2/2 3/2

RKSC 4 4.23 0.95 0.08 2/2 2/3

RKSD 5 4.38 0.95 0.08 1/3 1/4

RCC 6 4.54 0.95 0.06 0/2 0/2

RFC 7 5.40 0.95 0.05 0/4 0/5

Table 2. Redundancy over mRmRQ/D and Hopfield, and all Numbers of Fea-
tures
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index mean rank median iqr F/N W/L SR W/L

VDM 1 1.49 0.97 0.04 2/0 3/0

FC 2 1.88 0.97 0.06 2/0 2/1

CC 3 2.76 0.95 0.04 1/2 1/2

SU 4 3.86 0.86 0.12 0/3 0/3

Table 3. Relevance over mRmRQ/D and Hopfield, and all Numbers of Features

4.3 Class-Conditional Distributions

We used two redundancy criteria based on the Kolmogorov-Smirnov (KS) test,
RKSC and RKSD. RKSD was computed based on the total distributions and
RKSC on the class-conditional distributions, i. e.

RKSD(X1,X2) = KS(X1,X2) (16)

and

RKSC(X1,X2, Y ) =
1

d

d
∑

i=1

KS([X1|Y = ci], [X2|Y = ci]), (17)

where KS refers to the p-values of the KS test.
We had introduced both RKSC and RKSD in order to test, whether it is

better to use class-conditional distributions for redundancy estimation. They
had a Spearman correlation coefficient of 0.96.

Table 2 shows the small difference between the two measures could have made
a difference in performance with RKSC performing better than RKSD. The dif-
ference in performance is statistically significant according to the Wilcoxon test,
but not significant according to the stricter Friedman and Nemenyi tests. We can
conclude that estimations based on class-conditional distributions serve equal or
better for redundancy measures than estimations based on the distribution to-
tals.

5 Conclusions

In this article, we presented a framework for measuring redundancy and rele-
vance of features and compared several measures. We present several measures
of redundancy and relevance within this framework, including VDM and the
fit criterion (FC) which helped us to select a feature set for our classification
task. As for relevance and redundancy measures, while there cannot be any sin-
gle universally best measure for all applications, we hope that our experimental
comparison can give some hints as to the applicability and usefulness of some
measures.

The comparison of redundancy measures and as well of relevance measures
is complicated because of different scales and different levels of distinction For
example, the KS-test gave very few different values, while RFC gave a broad
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variety of different values. Relevance measures differ greatly with respect to
the importance they assign to different features. VDM and FC, and SU and
CC demonstrated large correlations (ρ > 0.65). Relevance measures seem to
concur on the relevance on some features, however there are huge differences
with respect to others. In particular, we observed that CC and SU attribute
lower relevance to some Gabor filters than to some probes. RKSC and RKSD
(unsurprisingly because they are so similar) were found very highly correlating
with one-another (ρ = 0.96). Both of them also were highly correlated with
RST(ρ > 0.8). RCC correlated negatively with some measures, most markedly
with RFC (ρ = −0.61).

As for the redundancy measures, the Jensen-Shannon Divergence, RVDM,
and the sign-test were good. RFC which is based on the relevance measure FC
may have been too simple. There are other options for redundancy fit criterion,
for example, quantifying only the number of incorrectly classified points. Better
options could also instead of binary sequences hitsXk

involve continuous values
between 0 and 1 that express confidence of assignment.

As for symmetric uncertainty, we did not optimize the density estimation be-
forehand and took the most simple and straightforward means we could imagine
and which worked fine for the naive Bayes. We think that this density estimation
affected SU. We concede that a more careful treatment may be necessary.

Of the other relevance measures, VDM and the fit criterion were the best.
CC suffered from that it favored the zero-feature. Because of the formulation,
Spearman rank correlation coefficients are unsuitable for comparisons between
distributions with highly unequal scales, such as the case for comparing classes
(set cardinality 2) and continuous features. The Pearson correlation coefficient
suffers the same weakness [29]. We expect, the Kendall rank correlation coeffi-
cient (see [30]), another much used rank correlation, to have similar problems in
dealing with distributions. Other correlation measures could bring an improve-
ment, such as possibly [31].

RVDM and RFC performed very good as unitary filters. Integration of SU
makes performance degrade in many cases with a given redundancy measure
when compared to other relevance measures. RCC is a bad measure for re-
dundancy; performance was worst when using only RCC (Red:RCC) and any
information helped improve performance. RKSD was also bad, RKSC slightly
better. Over the different integration schemes, the measures for redundancy and
relevance differed in their contribution.

We computed normalized frequencies of probes for selection based on either
only relevance or only redundancy (not shown). As for relevance measures, VDM
and FC came before CC and SU (which corresponds to their performance rank-
ing). As for redundancy measures, RCC lets slip in many probes, which seems to
have caused the mediocre performances with RCC redundancy. RFC and RJS
also were more tolerant to probes.
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