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WHAT ARE VISUAL ATTRIBUTES?

 My definition: an image quality which can be 

shared across proper subset of categories, 

subcategories, or instances of interest

 Semantic

 has-legs, is-furry, is-shiny, 

 Non-semantic

 Discriminative local mid-level visual features 

(almost analogous to shareable parts)

 Discriminative global mid-level visual features 

(not done yet?!)

 Binary: has hat

 Relative: smiling face



WHY BOTHER WITH ATTRIBUTES?

 Attributes enable 

 unknown object description

 sample sharing (better generalization)

 compressed representations



PANDA

 CNN does not work well with low number 

of images

 Pose normalized inputs

 Related task with larger amount of images

• CNNs are good for 

learning 

discriminative 

features

• Poselets are good 

for making 

canonical 

representations



POSELET CNN

 64x64

 Jitter and flipping

 25K additional dataset with additional attributes

 Branches out



RESULTS - FINAL

 PANDA is good!

 DPD is Deformable Part Descriptors

 Poselets is the original paper



RESULTS – TRANSFER LEARNING

 DeCAF is off-the-shelf implementation



RESULTS – DIFFERENT METHODS

 DL-Pure: all, top, middle, bottom 64x128

 Poselets150 L2:  (HOG features, color histogram, skin tone and 
part masks)

 DL Poselets: RGB!

 PANDA: DL-PURE + DL Poselets

 Overfeat+SVM 70.78



RESULTS - FACE ATTRIBUTES

 13233 images

 5749 people

 Cropped

 Centered

 Crowd sourcing:  gender attribute only

 Same network is used as PANDA



RESULTS - VIEWPOINTS

 Frontal is better! (alignment is good!)
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