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Abstract

A fundamental competence of any mobile robot system is the ability to remain localized while operating in an environment. For unknown/partially known environments there is a need to combine localization with automatic mapping to facilitate the localization process. The process of Simultaneous Localization and Mapping (SLAM) is the topic of this thesis.

SLAM is a topic that has been studied for more than 2 decades using a variety of different methodologies, yet it deployment has been hampered by problems in terms of computational complexity, consistent integration of partially observable features, divergence due to linearization of the process, introduction of topological constraints into the estimation process, and efficient handling of ambiguities in the data-association process. The present study is an attempt to address and overcome these limitations.

Initially a new model for features, inspired by the SP-map model, is derived for consistent handling of a variety of sensor features such as point, lines and planes. The new feature model enable incremental initialization of the estimation process and efficient integration of sensory data for partially observable features. The new feature model at the same time allow for consistent handling of all features within a unified framework.

To address the problems associated with data-association, computational complexity and topological constraints a graphical estimation method is derived. The estimation of features and pose is based on energy optimization. Through graph based optimization it is possible to design a feature model where the key non-linearities are identified and handled in a consistent manner so as to avoid earlier discovered divergence problems. At the same time any-time data-association can be handled in an efficient manner. Loop closing in the new representation is easily facilitated and the resulting maps show superior consistency even for large scale mapping problems.

The developed methods have been empirically evaluated for SLAM using laser and video data. Experimental results are provided both for in-door and out-door environments.

The methods presented in this study provide new solutions to the linearization problem, feature observability, any-time data association, and integration of topological constraints.
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Chapter 1

Introduction

A fundamental competence of any mobile robot systems is the ability to remain localized while performing tasks on behalf of a user. The problem of mobile robot localization and navigation is a well-known and widely studied problem. Actually the problem is not unique to robotics, it is a problem that has been studied for several millenniums, as discoverers have traveled the world. Surveyors have generated map that travelers have used to go from one location to another. In the field of surveying there are well known methods for estimation of the position of a vehicle and also a wide diversity of methods for mapping of the world.

Despite these diverse efforts this is not entirely a solved problem. Localization involves five basic components

Sensory data about structures in the environment
A model for the motion of the platform
A model of the environment
A method for matching of sensory data to the model
Estimation of the position of the platform given a correspondence between the sensory data and the models

The basic mathematical framework for localization of robots is largely considered a solved problem. A more challenging problem is the ability to concurrently estimate the position of a vehicle and construct/update the model of the environment. This problem is normally referred to as the problem of simultaneous localization and mapping (SLAM) or concurrent mapping and localization (CML). The basic mathematics underlying SLAM is also widely considered a solved problem. Yet there are relatively few practical systems that can perform unconstrained SLAM in general environments. The problem of SLAM is similar to the localization problem outlined above, but the fifth component is updated to include estimation
of ego-position and location of features in the world, and a sixth component for the updating of the model as new structures are discovered.

Early work on SLAM was based on standard estimation methods such as the Extended Kalman Filter. That method has quadratic computational complexity, which poses a challenge to deployment in large scale environments. In addition the system is in general non-linear which has resulted in use of the Extended Kalman Filter which adds the linearization of all non-linearities to a standard Kalman Filter. It has recently been demonstrated that the linearization might result in divergence in the mapping process. Another complication is also consistent integration of information from different types of features such as points, lines, planes, etc. Each of these features offer varying degrees of information, which preferably should be handled in a consistent fashion. As a system travels through the environment it might return to the same location again, which allows one to impose topological constraints on the overall estimation process. The introduction of such constraints into the estimation process poses a challenge and the result is often less than optimal. The main challenges in design of SLAM systems are thus:

- Scalable handling of large scale environment
- A methodology that allow mapping without divergence in the presence of non-linearities
- Consistent integration of different types of sensory information
- Efficient and correct introduction of topological constraints

The objective of the present study is to provide a methodology for SLAM that addresses each of these challenges. In addition to formulation of a theoretical model that addresses these problems, it is to be evaluated on a number of real-world problems.

The thesis is organized in the following fashion. In Chapter 2 the basic SLAM methodology is introduced in a more formal way, and the literature on SLAM is briefly reviewed. Based on this the basic framework addressed in the thesis is detailed. Autonomous motion of the platform implies a change in the robot reference frame which influences the overall estimation process. The kinematic modeling of the change is discussed in Chapter 4. A model for consistent integration of different types of features is presented in Chapter 5 and the method is initially integrated into an Extended Kalman Filter framework. Unfortunately the framework is still not scalable or necessarily stable in the presence on non-linearities. To accommodate this a graphical model for SLAM is formulated in Chapter 6. The method enable handling of all the challenges outlined above, as demonstrated by a number of empirical evaluations. Chapter 7 presents a summary of the overall work, and a number of identified issues for future work are presented in Chapter 8. Finally an overall conclusion of the study is provided in Chapter 9. Supplementary information is available in appendices.
Part I

Preliminaries
Chapter 2

SLAM Background

2.1 Problem Statement of SLAM

The SLAM problem can be stated in a couple of ways.

Have a robot drive around and make a map of the environment.

Or maybe:

Have the robot drive around without getting lost.

It turns out that the second definition is more useful. This is because the interpretation of the environmental sensor data is much easier if the sensor is well localized. So that even if it is the map we ultimately are interested in, it is necessary to have the robot stay well localized as it makes the map. Thus the map in this work is always one designed to keep the robot from getting lost.

Therefore the map is being made for the purpose of localization. Several types of maps have been used in SLAM. These include occupancy grids [1, 2, 3, 4, 5], reference sensor data (Scan matching) [6, 7, 8], topological place maps [9, 10, 11, 12] and feature maps [13, 14]. In this work we will only consider feature maps. It has been found that when using a feature map for localization it is sufficient to have a few good features in view at all times. Having more than a few does not help. The common consensus is to have a small uniform density of very good features in the maps.

In SLAM we will deal with two types of measurements, robot motion measurements and relative measurements between features and the robot, figure 2.1. It is the feature measurements that will be used to estimate the map. However since these are relative to the robot pose the motion measurements also affect the map.

Thus a clean separation of the SLAM problem into a feature estimate and a robot pose estimate is difficult. There has been some work done using relative feature measurements [15]. The methods that decouple the mapping and localization problems rely on only using measurements that relate features to one another. Thus some of the information is not used.

One can also use feature to feature measurements but we will not do so in this work.
Figure 2.1: The SLAM estimation problem is split between a part that uses the motion measurements to predict the robot motion up to the time of the feature measurements and a part that uses the feature measurements to update the world model.

If we want to use the measurements of the features relative to the robot directly, then the robot motion will effect the way we use the feature measurements. A more detailed and specific model of SLAM is shown in figure 2.2. Here we include the complications that arise from not knowing the size of the world model from the start. The world model will need to be augmented with new features when the measurements cannot be explained by the existing features. Figure 2.2 is the basic model we use in this work. We model an iterative SLAM algorithm as a four phase process.

The first phase, predict, is triggered by a new feature measurement and uses the proprioceptive measurements of the motion to bring the world model up to the time of the feature measurement.

The second phase, update, uses the feature measurements to improve the world model. This is refined in figure 2.3, where we show that the update phase must first try to match the feature measurement to some map feature and then make some new estimate of the map and pose based on this measurement. If a matching feature cannot be found then a new feature is created and added to the map. Note that this feature creation is unconditional. We can do this since we will not use the feature for SLAM estimation until it has accumulated enough information as described below. Thus if the measurement is spurious the feature will never be initialized and will have no effect on the rest of the world model.

The data association cannot in general be separated from the map update as the SLAM algorithm used will dictate the matching criteria. In the particular algorithm, it may be necessary to incorporate the new measurement into the world model in order to tests its fit before we can make a judgment of the data association.

The third phase is add information. Here the information in the measurement is added to the feature. This is used to estimate the parameters of the feature that have not been initialized yet. That is the information not used in the estimate of the world model in the update step. This might be all the information. Alternatively
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Figure 2.2: Here we show the structure of our incremental SLAM model in more detail. The dash arrows show the execution flow. New feature measurements cause a predict to bring the robot state up to the time of the feature measurements. Then the update, add information and extend can be done. The solid arrows indicate information flow. For example, the update phase must pass the match between measurements and features to the add information and extend phases. The part above the dashed line is the motion estimation part. This will effect the pose estimate and its correlations to the map. The part below the dashed line uses the feature measurements. It has three phases; In the update phase, the measurements are matched to the map features and then used to improve the world model. Then in the add information phase, information contained in the measurement but not used for the update is accumulated on the features. Then the extend phase tries to extend the map by using the information accumulated up to that time to initialize more parts of each feature on the map.
it might be only part of the information if the feature is partially initialized.

The forth and last phase is extend. Here the feature is initialized into the SLAM map if enough information has been accumulated on the feature. This can be done partially in cases where the features are only partially observable.

These four phases will be explained in more detail later.

2.2 The Stochastic Map

The idea of the stochastic map is that the solution to the SLAM problem is the one that best explains all the measurements $v$, both feature measurements and dead reckoning motion measurements. Typically 'best' is taken as the maximum a posteriori (MAP) hypothesis, confusingly the MAP map. Here we define a hypothesis $h$ as the feature states $(x_f)$, robot path $(x_r)$ and data association $h_a$.

$$h = (\{x_f\}, \{x_r\}, h_a)$$

The MAP hypothesis is then:

$$h_{MAP} = \arg\max_h P(h|v) = \arg\max_h \frac{P(v|h)P(h)}{P(v)}$$

Now we assume that the a priori probability of all feature states and robot paths are equally probable. Furthermore we assume that they are independent of the data association $h_a$. Then we can simplify to,
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\[ h_{MAP} = \arg\max_h P(v|h)P(h_a) \] (2.3)

The \( P(h_a) \) term is the \textit{a priori} likelihood of a given data association. If not for this term the MAP hypothesis would equal the \textit{Maximum Likelihood} hypothesis which is given by maximizing only the first term above. Finally, we note that since the log is a monotonic function we can take the log without changing the argument of the maximization:

\[ h_{MAP} = \arg\max_h \ln P(v|h) + \ln P(h_a) \] (2.4)

A little later we discuss \( P(v|h) \), the probability of the measurements given the data association and state. What about the \( P(h_a) \)? This is rather hard to say much about. It is safe to assume that data associations that lead to simpler maps, (fewer features) are more likely than those that lead to complex maps. We assume an exponential dependence of \( P(h_a) \) on \( N_f \), the number of separate features matched to.

\[ \ln P(h_a) = -\Lambda N_f + c_1 = \sum_{j=1}^{N_f} \Lambda(n_j(h) - 1) + c_2 \] (2.5)

where \( n_j(h) \) are the number of measurements associated with feature \( j \), \( c_1 \) and \( c_2 \) are constants that have no effect on the argument of the maximization).

Pulling this all together we have that the MAP hypothesis is:

\[ h_{MAP} = \arg\max_h \{ \ln P(v|h) + \sum_{j=1}^{N_f} \Lambda(n_j(h) - 1) \} \] (2.6)

The first term gives weight to well explained measurements. The second term gives a penalty for introducing new features to explain a measurement. Notice that if there is only one measurement associated with a feature we can make both terms equal to zero for that feature and measurement. If the measurement was instead associated with an existing feature the first term would be negative but the second would be positive leading to a trade off that might be better than 0.

Equation (2.6) will be the basis for estimating the map for most of this thesis. We will show how \( \Lambda \) is equivalent to the mahalanobis distance criteria typically used for matching with an extended Kalman filter.

We recall that \( v \) includes both the dead-reckoning and the feature measurements. The \( h \) includes both the data association hypothesis and the state. The \( n_j \) were the number of matched measurements to feature \( j \) and \( N_f \) was the number of features in the map. In the estimation methods we will describe here the measurements are assumed to be statistically independent over time. That is to say, the measurements at time \( t \) are independent of the measurements at other times. Also, all the dead reckoning estimates are assumed to be independent of the feature measurements.
With these assumptions (2.6) becomes,

$$h_{MAP} = \arg\max_h \left\{ \sum_i \ln P(v_{di}|h) + \sum_i \ln P(v_{fi}|h) + \sum_{j=1}^{N_f} \Lambda(n_j(h) - 1) \right\}$$  \hspace{1cm} (2.7)$$

Where $i$ is the index over the measurements. The $v_{fi}$ and $v_{di}$ are the feature and dead-reckoning measurements respectively.

### 2.3 Some of the Difficulties of SLAM

SLAM has evolved into a mature discipline and a number of successful systems have been reported. It is now possible to have a robot explore an area autonomously and return with an accurate map [16, 17, 18]. The basic estimation problem is well understood. However, there are still a number of open problems to be addressed. These include computational complexity, linearization effects, association of measurements to features, detection of loops in the robot path and maintaining topological consistency as the maps get very large. We will now discuss each of these in turn.

#### Scalability and Computational Complexity

Computational complexity is a problem for real-time SLAM implementations. In particular some iterative SLAM algorithms have computation time increasing with the size, $N$, of the map. For example the extended Kalman filter, EKF, has a complexity that grows like $N^2$. This limits the size of the map that can be made in real-time. Several methods have been proposed that give faster calculation time.

Constant time algorithms take advantage of the fact that the effect of the current measurements falls off rapidly as one moves further away from the robots current position. This can be seen by examining the inverse of the covariance matrix, the information matrix. It is well known that the information matrix tends to be nearly sparse with only very small elements connecting distant features. Thus the changes can be well approximated by local updates which take constant time. In fact, the long range correlations are often not accurately modeled anyway making the global calculations unjustified. This is due to several factors, the inexact sensor models used, the cumulative effect of linearization errors, the spurious measurements and the disturbances that the robot encounters.

The problem with the local update, constant time approach is that eventually one would like a globally consistent map. In particular on return to a previously visited region. This global map can take a long time to compute as with the CEKF [19],[18]. One way out is to only calculate the links between local maps [20]. By leaving the individual maps unchanged the update time becomes dependent on the number of maps. This is of course also a measure of the size of the global map,
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but it is a much smaller number than all the features. Trying to get the individual features that two local maps have in common to agree is much harder.

Linearization and Consistency

The effects of linearization in EKF SLAM can be quite serious [21, 22]. It seems that the effects of linearization become worse as the map grows. Eventually the map becomes inconsistent. The covariance matrix tends to become overly optimistic. The solutions include particle filter approaches and local map approaches.

The particle filter can eliminate some of the linearization approximations entirely. Using samples of the non-linear distribution to accurately model the probabilities. Practical considerations limit how much of the true distribution can be sampled and some linear modeling may still be done.

Local map methods exploit the fact that the linearization effects become important as the map grows. For small maps consistency is not usually a serious problem. The problem of consistency over large distances can then be looked at separately from the consistency of the finer details.

Another consistency problem arises when the robot discovers a closed loop in its path. Having detected a closed loop one must adjust the map to reflect this new constraint. If the linearizations were done in a global frame this cannot be done consistently. The successful methods for closing loops in the map all use a local frame for doing the linearization [20, 23, 24].

Data Association

Data association is critical in SLAM. The incorrect association of measurements to features can produce very large errors to the map. In most recursive methods data association is immediate and irreversible, which can lead to catastrophic failure in noisy environments. As it is important to not throw away information the need to decide at once can lead to bad, rushed decisions. Methods that allow reconsideration of the associations can wait until it is clear that the measurements are from good features before using them. This is closely related to the problem of when to introduce new features into the map. If we wait too long we will not get to use important information from the first few measurements of the feature. If we add the feature too soon we may be using measurements that do not come from the high quality static features we want to use.

One method that allows for flexible reconsideration of data associations is the expectation maximization method, EM [25, 5, 26]. One can also modify a Kalman Filter to become a Kalman smoother [27] which allows one to wait longer before committing to measurements.

The hardest data association is when closing a loop. This is when the robot returns to a previously mapped area. If the loop is large the robot pose cannot be relied upon for data association. Thus the closest feature may not be the correct match. In this situation it is best to consider many features at the same
One must try to map a patch of the area and then match the features in the patch to the older map of the area [28, 29, 30]. The Joint Compatibility Test is a good criteria for matching multiple features. This test sets a threshold on the joint likelihood of all the feature matches of a hypothesis. Another approach is to form a unique signature for each map patch and then try to match the signatures [20, 31].

Our method has similarities to [32] in that we consider the likelihood of not seeing previously seen features when returning to a region. So a hypothesis consists of the matches and the lack of observation of some features in one or the other map patch. By considering the likelihood of not having seen a feature one can avoid the mistake of not matching important features in the chosen hypothesis.

2.4 Prior SLAM Work

The SLAM problem has several dimensions. One is the basic model for the map, topological vs. metric. A topological map consists of places and a graph of connections between the places. It can be used to plan paths from one place to another but does not give the geometric relations such as distances and angles. A metric map is a geometrically accurate model of the environment. Hybrids between topological and metric maps are common [33].

Another dimension is the representation of the map knowledge itself. This can be as raw sensor data, as a discretized grid over the unstructured space of the environment or as the locations of certain abstract features in the environment.

A third dimension is the representation of uncertainty in the map. One choice is to represent the map uncertainty by a unimodal distribution such as a Gaussian. The alternative is to represent multi-modal distributions of maps in some way. In Table (2.1) we show how one could separate some of the existing SLAM methods along this dimension.

<table>
<thead>
<tr>
<th>Unimodal</th>
<th>Multi-modal</th>
</tr>
</thead>
<tbody>
<tr>
<td>EKF</td>
<td>EM</td>
</tr>
<tr>
<td>SEIF</td>
<td>FastSLAM</td>
</tr>
<tr>
<td>Occupancy Grid</td>
<td>Rao-Blackwellized Particle Filters</td>
</tr>
<tr>
<td>Thin Junction Tree Filters</td>
<td>Graphical SLAM</td>
</tr>
</tbody>
</table>

Table 2.1: The separation of some SLAM algorithms by their ability to represent uncertainty
Map Models and the Representation of Uncertainty

There has been a lot of work done on SLAM. Early on a topological maps were prevalent. In [34, 9] a cognitive map of the environment was built. This model allowed one to reason about paths between locations on the map. Uncertainty was not explicitly dealt with but rather relationships on the map were either known or not known.

In [10] the map was a graph where nodes represent places. Uncertainty estimates were done rather crudely as worst case errors. This limited the robot's ability to make consistent global maps but the robot was able to navigate using the map locally.

In [11] a geometric model of the world was a complement to the topological one. There sensor uncertainties and the distinction between absolute and relative frames of reference were also considered in estimating the map.

The occupancy grid [1] is a way to both deal with geometric information and uncertain measurements. The occupancy grid models the world as a grid of cells where each cell has a probability of being occupied. An occupied cell cannot be navigated through by the robot. These probabilities can be updated using the sensor measurement models and, for example, Bayesian reasoning. Getting good results depends on maintaining a good robot localization within the grid. This in turn depends on a fine grid which can lead to high computational and memory costs.

In [2] scan matching is used to reduce the robot localization errors and thus produce good occupancy grid maps. In [3] a more realistic sensor model gave improved occupancy grid maps. Later works using occupancy grids [4, 5] included using forward models to overcome some of the simplifying assumptions about independence of sensor reading for a cell from the information in neighboring cells. Using a more correct model helps resolve some situations that the prior work could not map properly.

In [35] the basic stochastic map framework was introduced and the uncertainty estimate became much tighter than the earlier estimates. This work introduced the Extended Kalman Filter (EKF), to the SLAM problem.

In [36, 37] the EKF was refined by introducing the SP-model (symmetry and perturbation) for feature representation. This attached a reference frame to each feature and the linearization of the measurements occurred in this feature frame. That greatly reduced the effects of linearization on the solution. In [38, 16] the EKF was more or less confirmed as a successful solution to the SLAM problem for smaller static environments with good feature sensing.

Scalability and Complexity

The EKF has a problem with scaling quadratically with the size of the map. In CEKF \(^2\) [19, 39, 40] the individual Kalman updates are accumulated in matrices

\(^2\)Compressed Extended Kalman Filter
the size of the local map being currently observed. Periodically these matrices can be used to update the global map. The result can be shown to be equivalent to a standard EKF. The global updates still take order $N^2$ time but they are done at a much lower frequency.

An EKF is equivalent to the Extended Information Filter, (EIF)\cite{41}. The EIF uses the inverse of the covariance matrix, the information matrix (see figure 2.4), and a linear combination of the measurements to do constant time updates. The problem is that finding the mean of the distribution takes cubic time in the size of the map\footnote{A linear equation with the information matrix must be solved.}. This mean state is needed to match the measurements to the state or to use the pose estimate of the robot for any task.

An observation that the information matrix is approximately sparse, (see figure 2.4), has lead to the Sparse Extended Information Filter (SEIF) \cite{42,43}. In order to achieve constant time updates exact sparseness is imposed on the information filter. This is done through a procedure which imposes independence between the current pose and more distant features. After doing so the results are no longer equivalent to the EKF. For the exactly sparse system the mean can be solved for in constant time by a method of relaxation. The system can be represented by a Gaussian graphical model where the edges are then sparse.
A method very similar to SEIF uses a thin junction tree filter, [44]. This starts with the Gaussian graphical model of the EIF and builds up a mechanism of message passing for the purpose of making inferences about the map. The model has only been tested in simple simulations and not on real data.

Linearization and Consistency

The more serious problem of the EKF is linearization [21, 22]. One way to address this is by Rao-Blackwellized particle filter techniques such as FastSLAM [45, 46, 43, 47, 48, 49]. The idea is to decouple the problem of finding the robot path from the map estimation problem. By introducing particles for a sample of the possible paths and then finding the best map for each of these paths one can avoid the linearization problem completely. Solving for the map given the path is rather easy. One can then calculate the likelihood of the measurements given the solution generated by the particle. If this is too low one can safely discard the particle reducing the computational burden. The main problem is that one must have relatively tight constraints on the path from the measurements in order to hold the number of particles to something manageable. For weaker measurements constraining the robot motion the number of particles needed can be very large. There is also no good way of determining beforehand how many particles are enough for good estimates.

A variation on these is DP-SLAM [50]. This uses a clever representation of the map as an occupancy grid and a tree on each particle. Each particle is a leaf in an ancestry tree rooted at the initial particle. The particle keeps a record of just what changes it made to the occupancy grid. Its ancestors can then provide the other information needed to complete the grid. With this representation a larger number of particles can be handled.

For SEIF the linearization leads to inconsistency as in the EKF but here the loss of information during the sparsification step worsens the inconsistency as shown in [51]. There they present a sparsification method that does not suffer this inconsistency but requires cubic time to calculate.

Data Association

A major problem in SLAM is the data association. How to connect the measurements with the map element that caused it. This is a problem for each iteration matching to the recently observed features and for closing large loops where there can be very large errors in the features relative to the robot. One solution proposed is expectation maximization, EM, [25, 5, 26]. This method repeats two phases of computation. First in the E step, it calculates an estimated probability density over robot paths given the current map. Then in the M step, it calculates the maximum likely map using this probability density. Since it explicitly considers all possible data associations when doing the E step, it has a better chance to find the correct one. The main problem is the large search space that results.
The Kalman smoother [27] tries to address the problem of rushed data association decisions in the EKF by maintaining a chain of the most recent robot poses in the Kalman state vector. By having the older poses explicit in the state one can add measurements relative to these poses after having seen the later measurements.

The laser range scanner has lead to a very successful method of pose estimation based on scan matching [6, 23, 2, 7]. In the IDC method individual scan points are matched to a reference scan by alternating between estimating the transformation between scans and the match between individual points. The covariance of the resulting pose estimate is estimated in [8]. This method can be used to close very large loops by imposing the topological constraints on a graph formed by the scan matches.

For detecting closed loops the joint compatibility test of [28, 29] is one excellent solution when the state covariance matrix is available. The covariance matrix needs to be consistent for this to be a correct test. Such consistency is not achievable with the EKF and many other methods do not explicitly calculate the covariance matrix.

Sub-map Methods

The problem of building very large yet consistent maps has lead to many sub-map approaches to SLAM. In [52] groups of features form a landmark with its own local frame of reference. These landmarks can then be included in a global map. In [53] local maps are similarly assigned a root based on some landmark. This root can then be shifted to another landmark that is better known globally, leading to a convergent global map estimate. Similar sub-map approaches are shown in [29, 54, 55] as in the ATLAS framework [20] which was a more general way to join arbitrarily built sub-maps into a global map.

These sub-map methods can close loops in the global map by imposing constraints on the transformations between the local frames of reference [23, 20]. The global map typically becomes a graph with local maps as the nodes. These are linked by some type of springs and the constraints can be imposed on the system by finding the equilibrium position of the poses under the action of these links and the constraints.

The idea of using a graph model to do SLAM estimation has been gaining popularity [56, 44, 57, 58, 59, 60]. There have also been a number of hybrid approaches to SLAM [61, 62, 63].

Vision SLAM

Most of the works cited above use a SICK laser scanner or sonar to build the map. There has also been much work done using vision. In [64] maps are made using both a laser and a camera. In [65] a method similar to scan matching is developed for camera image data. They used an omni directional camera and a Kanade-Lucas-Tomasi tracker to detect features. In [66] tracking three features from frame
to frame is sufficient to obtain a good pose correction for the robot. They solve the constraint equations directly to get the transformation between consecutive frames. They depend on tracking the landmarks from frame to frame in order to make correct data associations.

In [67] a stereo camera system provides 3D clouds of points which are fit into an octree map structure. The robot motion is again solved by using the constraints form the camera images. No other sensors are used. They solve first for the motion and then update the octree from the calculated camera pose. This is similar to using laser scan matching to correct odometry and then filling in an occupancy grid. It does not explicitly deal with the coupling between robot pose and map uncertainty. The distances covered are therefore limited to just a few meters.

In [68] SIFT features and a three-camera system are combined with an EKF to make maps. In [69] an EKF is used with a chi-square data association test to do bearing only SLAM. In [70] a combination of sonar and vision on an underwater robot is also used as input to an EKF. They use a Lucas and Kanade feature tracker and do not try to close loops when the features return to the field of view. In [71, 72] a single camera is also used with an EKF to do SLAM. There no other sensor is used and the system can close small loops with difficulty. A particle filter is used to solve the difficult feature initialization problem of bearing only SLAM.

In [73, 74] SIFT features are used to do so called vSLAM. The problem of learning good features from image data was addressed in [75] using a feed-forward back-propagation neural network.

**Our work vs. Prior Work**

Our method tries to combine the best parts of all these methods in one approach. We have independence between the size of the map and the calculation time for each iteration. Very similar to SEIF without the loss of any information. We linearize in a special way so that the non-linearities can never be large and all symmetries are preserved. Global constraints are imposed in a way very reminiscent of the method of Lu and Milos. We have a mechanism that can be used similarly to EM for data association. The final result is much like a network of local maps.
Chapter 3

Robot Motion Model

The SLAM prediction process starts with the raw measurements. These are the output of some sensor. These all have some errors that we will need to estimate in order to correctly evaluate equation (2.6).

3.1 Dead-reckoning

Dead-reckoning is an estimate of the robot pose from adding up the small changes from the incremental estimates of the motion. This is contrasted with absolute estimates of pose which are relative to some landmark such as GPS satellites or some external force such as gravity or the magnetic field of the earth. Dead-reckoning estimates have the property of ever increasing errors. This can be seen by examining the error propagation in the simple illustrative case of no angular errors. If the position of the robot at time $i + 1$ is predicted from the position of the robot at time $i$,

$$x_{i+1} = x_i + R_{i}^{-1}(\Delta x_{i+1,i}). \tag{3.1}$$

Where $R_i$ is the rotation matrix for the robot pose and $x_i$ is the position vector of the robot at time $i$. The $\Delta x_{i+1,i}$ is the incremental motion in the robot frame at time $i$. Then if the incremental noise is Gaussian with covariance only in position, (ie orientation errors are 0), $C_{i,i-1}$ then,

$$C_{i+1} = C_i + R_{i}^{-1}C_{i,i-1}R_{i}^{-1}. \tag{3.2}$$

We see that the estimated covariance in position, $C_i$, is growing each iteration. Similar results hold if the covariance of the angles of the rotation matrix are included.
3.2 The Motion Sensors

In order to estimate the errors in our motion prediction we first need to model the sensors.

Odometry

Raw odometry data consists of the counting of the rotation of the robot's wheels. This rotation is typically measured quite accurately. The errors occur due to the inexact relationship between wheel rotation and the movement of the robot. This is inexact due to wheel slippage, variations in wheel diameter/tire inflation and any incline in the ground surface. These errors typically mask the quantization error of the counters measuring the rotations.

The raw odometry is integrated at a relatively high frequency producing an estimate of \((x, y, \theta)\), the change in position and orientation, pose, since the robot was turned on. This pose is not accurate enough to use over longer distances but the incremental changes to it are reasonably accurate over short distances. Over the distance the robot travels between frames of the camera or scans of the SICK laser scanner the errors are small enough to be modeled as Gaussian noise around the incremental odometry value.

The model of this noise can be derived from studying the processes that give rise to it. Such studies [76] conclude that the covariance of the error should increase proportional to the distance traveled \(\Delta s\) and the angle turned \(\Delta \theta\). Based on that we form a simple model and fit the parameters to it. The model is found by considering the motion during the increment as movement on a circle of radius \(r\), figure 3.1,

\[
r = \frac{\Delta s}{\Delta \theta} \quad (3.3)
\]

If we then look at the change \(\Delta x, \Delta y\) in the robot frame at the start of the interval, (the robot pointing in the x direction), then we find:

\[
\Delta x = r \sin \Delta \theta \quad (3.4)
\]

\[
\Delta y = r(1 - \cos \Delta \theta) \quad (3.5)
\]

These give rise to the following Jacobian of \((\Delta x, \Delta y, \Delta \theta)\) with respect to \((\Delta s, \Delta \theta)\)

\[
J = \begin{pmatrix}
    \sin \Delta \theta & \frac{\Delta x \Delta \theta - \Delta y}{\Delta \theta} \\
    1 - \cos \Delta \theta & \frac{\Delta y}{\Delta \theta}
\end{pmatrix}
\]

\[J = \frac{\Delta y}{\Delta \theta}
\]

(3.6)

with the appropriate limit taken if \(\Delta \theta\) becomes small.

\[
C_{\text{odometry}} = JC_{\text{raw}}J^T
\]

(3.7)
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Figure 3.1: The motion of the robot over short time intervals can be approximated by motion along a circular arc.

\[ C_{raw} = \begin{pmatrix} a_1|\Delta s| & 0 \\ 0 & a_2|\Delta \theta| + a_3|\Delta s| \end{pmatrix} \]  

(3.8)

Here the \(a_i\) are the free parameters of the model. One can of course use a more complicated model than this but this simple model works well with one adjustment. The covariance \(C_{odometry}\) of \((\Delta x, \Delta y, \Delta \theta)\) above has rank two. This will lead to a very high correlation between the \(y\) error and the \(\theta\) error over longer distances. The correlation will be approximately correct but not desirable due to the linearization effects. The non-linear system is not as strongly correlated. For this reason it is often desirable to add a small variance (about \(10^{-6}\) \(m^2\) per \(m\)) in the \(y\) direction. This prevents a fully correlated covariance.

Inertial Sensor

The ATRV outdoor robot we use for some experiments was equipped with a Crossbow DMU-FOG 6-axis inertial sensor [77]. This device contains 3 accelerometers...
and 3 fiber-optic gyros. The accelerometers were filtered internally and fused with the readings from the gyros to give an estimate of the vertical direction. The pitch and roll angles output from the device were adjusted to be correct over longer time periods by agreeing with gravity and over shorter time periods by integration of the gyro’s angular velocity.

Thus the errors in pitch and roll were small and proportional to the angular velocity in those directions. For our experiments we took these errors to be 0. We thus use the full 6 dimensional robot pose but only consider errors in \((x, y, \theta)\).

The gyros also provide an integrated angle, \(\theta\), around the vertical z-axis. This angle estimate will be fused with the odometry angle estimate to obtain a better orientation dead-reckoning estimate. The covariance in this angle is proportional to the time interval.

The inertial sensor will have significant bias which must be corrected for. There is an internal heater to maintain a constant temperature in the sensor as the bias is temperature dependent. It is important to not begin using the sensor until it warms up. At that time an internal bias adjustment routine should be run with the robot at rest. Even after this we found some measurable bias in this sensor.

### 3.3 Fusion of Odometry and Gyro

The ATRV robot has a skid steering system with four large wheels that all point in the forward direction. In order to turn, the wheels on each side are driven at different rates which produce a large amount of wheel slippage. As a result the orientation angle from odometry while good when driving straight ahead is very poor when turning. We therefore fused the inertial yaw angle with the \(\theta\) estimate from the odometry. This was done in such a way that the odometry angle was given a high weight while driving straight. When turning the inertial angle was given a high weight. This inertial angle is very accurate over short time intervals. The resulting dead-reckoning estimate was much better than either odometry or inertial estimates alone.

\[
\Delta \theta_{\text{fused}} = w \Delta \theta_{\text{odometer}} + (1 - w) \Delta \theta_{\text{inertial}}.
\]

\[
C_{\text{fused}} = WC_{\text{odometer}} * W + (1 - W)C_{\text{inertial}}(1 - W).
\]

Where if \(\theta\) is the third row of \(C\) then

\[
W = \begin{pmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & w
\end{pmatrix}.
\]

The two angle estimates were weighted by minimizing the covariance of the result.
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\[ w = \frac{C_{\text{inertial}}\Delta \theta, \Delta \theta}{C_{\text{odometer}}\Delta \theta, \Delta \theta + C_{\text{inertial}}\Delta \theta, \Delta \theta} \quad (3.12) \]

One complication was that the inertial yaw angle was in the earth frame while the odometry angle was in the frame of the robot at the beginning of the interval. As we have the pitch and roll angles we can rotate the inertial estimate and its error into the frame of the robot and then combine the odometry and inertial estimates of \( \Delta \theta \).

Test of the Dead-reckoning Models

To evaluate our models we can compare the incremental change in the orientation, \( \Delta \theta \), for the path obtained using a hand made map and an extended Kalman filter localization. The \( \theta \) changes from odometry are subtracted from the localizer values and the result divided by the square root of the sum of the covariance estimate from the odometry model and from the localizer.

This comparison is not entirely correct as the path from the localization program is not perfect and is correlated to the odometry, inertial and fused estimates that contributed to the input of the EKF. If we could assume that the EKF estimate only depended on continuously observing walls from a known correct map using the SICK laser then the path would be both essentially correct and uncorrelated to the other measurements. The actual results are distorted to the extent that this is not the case.

When there are no walls in front of the robot the EKF is simply using the fused dead-reckoning and the correlation is 1. In this case the error is underestimated, (i.e., it is nearly zero). Then when a wall comes into view the estimate can get a large correction which produces a large error estimate when the true error was in fact no larger than average. Thus one expects the estimated distribution to be more peaked near zero and to have more outliers than the true error distribution.

This is the qualitative appearance of the three histograms as compared to the assumed Gaussian distribution shown in figures 3.2, 3.3 and 3.4. We see that the correlation effects are most significant for the fused data that was the direct input to the EKF Localization.

Aside from these considerations the histograms do indicate that the covariance estimates are not terribly optimistic or pessimistic. We can also see that the fused estimate is substantially better than the odometry or inertial estimates alone. This is evident as well when we look at the path obtained from the fused estimate as compared to raw odometry figure 3.5 versus figure 3.6.

3.4 Summary of the Motion Model

We start with the raw error in the incremental odometry angle and distance:
Figure 3.2: This shows an estimate of the odometry angle error over each of the 8,742, 200 ms intervals. The error has been normalized by dividing by the standard deviation as given by the models. There are some distortions due to the lack of a true ground truth path as discussed in the text.

\[ C_{\text{raw}} = \begin{pmatrix} a_1 |\Delta s| & 0 \\ 0 & a_2 |\Delta \theta| + a_3 |\Delta s| \end{pmatrix} \]  

(3.13)

We then project that into errors in \((x, y, \theta)\) in the robot frame at the start of the interval with the Jacobian:

\[ J = \begin{pmatrix} \frac{\sin \Delta \theta}{\Delta \theta} & \Delta x & \frac{\Delta \theta - \sin \Delta \theta}{\Delta \theta \sin \Delta \theta} - \Delta y \\ \frac{1 - \cos \Delta \theta}{\Delta \theta} & \Delta x - \frac{\Delta \theta}{\Delta \theta} & \Delta y \\ 0 & 1 & 0 \end{pmatrix}. \]  

(3.14)

The odometry covariance estimate becomes:
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Figure 3.3: This shows an estimate of the inertial angle error over each 200 ms interval. The error has been normalized by dividing by the standard deviation as given by the models. Notice that this sensor has a bias of $2.5E^{-4}$ rad per sec., (The value shown $5.2E^{-5}$ rads/.2sec = $2.5E^{-4}$ rad/1 sec.)
Figure 3.4: This shows and estimate of the fused odometry and inertial errors. A substantial improvement can be seen as compared to both odometry and inertial. The shape of the histogram is steeper near zero and the tail is longer due to the relatively strong correlation between the 'true path' and the fused estimate. Consequently, this histogram tells us less than the histograms comparing the odometry and inertial estimates to the 'true path'.

Raw errors in theta
bias = 4.6E-6 rads
MSE = 5.4E-7 rads²
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Figure 3.5: This is a typical comparison between raw odometry data (dashed) and the true path of the robot (solid). The pose error is growing without bound. The distances shown are in meters.

\[ C_{\text{odometry}} = J C_{\text{raw}} J^T. \] (3.15)

Weight the \( \theta \) estimate with that obtained from the inertial sensor using the weight \( w \):

\[ w = \frac{C_{\text{inertial}} \Delta \theta \Delta \theta}{C_{\text{odometer}} \Delta \theta \Delta \theta + C_{\text{inertial}} \Delta \theta \Delta \theta} \] (3.16)

\[ \Delta \theta_{\text{fused}} = w \Delta \theta_{\text{odometer}} + (1 - w) \Delta \theta_{\text{inertial}}. \] (3.17)

\[ C_{\text{fused}} = W C_{\text{odometer}} * W + (1 - W) C_{\text{inertial}}(1 - W). \] (3.18)
Figure 3.6: This shows how by fusing the odometry and inertial estimates (dashed line) we can get a dead-reckoning estimate far better than odometry alone. The pose error is still growing without bound. The true path is shown as the solid line. The distances are in meters.

<table>
<thead>
<tr>
<th>robot</th>
<th>$a_1$ (m$^2$/m)</th>
<th>$a_2$ (rad$^2$/rad)</th>
<th>$a_3$ (rad$^2$/m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ATRV</td>
<td>0.0005</td>
<td>0.0025</td>
<td>0.000001</td>
</tr>
<tr>
<td>PeopleBot</td>
<td>0.001</td>
<td>0.002</td>
<td>0.00004</td>
</tr>
<tr>
<td>Pioneer</td>
<td>0.001</td>
<td>0.002</td>
<td>0.00004</td>
</tr>
<tr>
<td>PowerBot</td>
<td>0.001</td>
<td>0.002</td>
<td>0.000004</td>
</tr>
<tr>
<td>Custom Built</td>
<td>0.001</td>
<td>0.0005</td>
<td>0.000004</td>
</tr>
</tbody>
</table>

Table 3.1: This lists the typical odometry model parameters used for the experiments in this work.
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Where

\[
W = \begin{pmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & w
\end{pmatrix}.
\] (3.19)

and \( C_{\text{inertial}} = 1E - 6 \ (\text{rads}^2/\text{sec}) \times \Delta t(\text{sec}) \).
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Features for Localization

The features are geometric landmarks designed to provide localization information for the robot pose [78, 79, 80]. In this chapter we start with a discussion of the sensors, SICK laser and camera, used to detect the features and then discuss the representation of the features.

4.1 The Feature Sensors

We cannot begin to discuss the problem of feature representation without first considering how the features are measured. Particularly since our representation is designed around these measurements.

SICK Laser Scanner

The SICK laser scanner is a sensor that can measure the distance to objects over a 180 degree arc, figure 4.1. This is done by shining an IR laser on a rotating mirror. The mirror deflects the light out from the device. The light then strikes an object in the environment and is reflected back to the mirror and into the sensor where it is detected. The time delay between the emitted and reflected light is measured to high precision [81, 82, 83]. The resulting scan lies in a plane and, in this work\(^1\), consists of either 181 or 361 range values depending on whether the full or half degree scan spacing is selected. The maximum distance is either 8 or 32 meters for mm mode or 82 meters for cm mode. Outdoors\(^2\) the cm mode is preferred as the distance to objects can be quite large. Indoors\(^3\) the better resolution of mm mode is the sensible choice. Note that in cm mode the range values are in whole cm and have therefore 5 mm quantization errors. The finite beam width of the laser is also

---

\(^{1}\)The SICK scanner has more possible modes than those used in this work

\(^{2}\)LMS291 SICK Laser is used outdoors as it has greater power and thus longer range.

\(^{3}\)the LMS200 is used on all our indoor robots
more pronounced on the higher power laser used on the outdoor platform. Left uncorrected this beam width can lead to significant bias in the measurements.

When the scanner is being moved rapidly during the scan, 181 whole degree scan mode is to be preferred as the 361 half degree scan mode is done in two revolutions which then are stretched over twice the time interval. Thus the adjacent range readings have a significant timing difference. This effect is not a problem at the speeds in this work and we use both settings. Using whole degree mode results in twice as many scans and thus more computations. Alternatively, one could correct the scan points fitted to the line for the the time differences between them using odometry.

The angles of the scan can jitter around the nominal position a bit as the rotating mirror drifts in and out of sync. This effect is much smaller than the beam width effects which can be as wide as 1 degree in some situations see figure (4.1).

There are a few problems with the SICK sensor. One is that it is not unusual for bright sunlight to blind the sensitive photo detection circuit of the device. When this happens there is no alternative but to reboot the sensor by sending a reset command. This takes some seconds during which the scanner should be repositioned away from the sun.

In addition, dark and/or shiny cars can be totally invisible to the laser. Not enough light is reflected back into the device for a measurement. Glass and mirrors are obviously also a problem. This should be understood by anyone relying on a SICK for obstacle avoidance. Some second sensor is needed such as sonar or camera.

As indicated the finite beam width of the laser can produce a bias. The problem is that it depends on the angle of reflection, the reflectivity, the range and the power of the laser. The effect is not large enough to warrant an attempt at modeling all

Figure 4.1: An illustration of the SICK laser scanner showing half of a complete scan, one quadrant. The beam width has been exaggerated for illustration and the number of range measurements per scan reduced.
of these effects and we found that assuming a constant beam width for each type of SICK scanner worked adequately well.

We extract lines from the scan [84] using a range weighted hough transform, see Appendix (C) for the details of the extraction algorithm. We optimized this algorithm for the characteristics of the SICK scanner. Thus the accumulator cells are sized for maximum efficiency without losing any lines. The hough transform works on the principle of voting. The line hypotheses are parameterized by perpendicular distance from the origin (the scanner’s mirror), and the angle between the line normal and the x-axis. Each scan point is consistent with many such hypotheses and votes for each one with a voting strength equal to its range value. The reason for weighting the votes is that further range values correspond to longer length sections of the line.

We do the hough transform in two stages. First a very coarse one that has large cells. This gives us an idea of where to look harder. The cell with the most votes is subdivided into finer cells and these are then filled by the scan points from the original large cell. The maximum size cell is then tested by forming a least square fit line of its scan points. After throwing away any outliers and applying continuity, length and number of points thresholds, we remove the resulting scan points associated with the found line from the other accumulator cells. We can then repeat the procedure until we have found all the significantly long lines. The result is a repeatable line extraction that is as fast as schemes that rely on random sampling to speed them up.

We adjust each point to the line based on its angle of incidence and the beam width, see figure (4.2). This is to remove any bias from the angle estimate. Thus a constant (.02 rad for the LMS291 and .01 rad for the LMS200) beam width is assumed and the wall is assumed to be smooth with the parameters found. It is then trivial to determine whether the upper, lower or middle of the beam wedge hits the wall first. The angle of the range reading is then adjusted accordingly. We then re-fit the line parameters to a least squares from the new points.

After finding a set of points that form a line we need to estimate the uncertainty in the line endpoints. This starts by calculating the statistics of the point set. The sum of square distances of the points from the line plus some small sensor variance $\sigma_{\text{sensor},i}^2$ for each point is divided by the number of points less 2 (2 parameters are estimated from the point cloud, the angle and distance of the line). This is then the covariance of the endpoints in the normal direction. In the direction tangent to the line we use the bigger of two error sources, the beam width of the laser and the separation between the points at the end of the line.

\footnote{The sensor variance is taken as $1mm^2$ in the range and $1mm^2 \ per \ m^2$ of range in the direction perpendicular to the scan. This is smaller than the actual sensor errors but is not meant to model the errors. Instead these are used to inflate the statistically measured variance of the actual point cloud in situations where there are not enough scan points to give reliable variance estimates. Thus they make the line covariance estimate slightly conservative on average but avoid the random seriously underestimated variance.}
Figure 4.2: The SICK laser range point angle is adjusted to agree with the assumptions of a smooth line and a finite constant beam width. In the situation illustrated the right side of the beam will be the first to be reflected back to the scanner.

\[
\sigma^2 = \frac{\sum_{i=1}^{N} [\sigma_{\text{sensor},i}^2 + (\Delta \rho_i)^2]}{N-2}. \tag{4.1}
\]

Here \(N\) is the number of scan points and \((\Delta \rho_i)\) is the perpendicular distance of the scan point to the line.

Additionally, we check if the end was unambiguously detected. By that we mean that we could see that the line did not extend any further than the endpoint, see figure (4.3). In practice this is a requirement on having seen points behind the line beyond the endpoint. Such detections help to better characterize the wall.

Cameras

Image data from a camera are also used for feature extraction. The well known pin-hole camera model is used. For recovery of metric data there is a need to
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Figure 4.3: The endpoint of a line can be detected if the SICK scanner can see behind the line beyond the endpoint. Here the start of the line can be detected but not the end.

Figure 4.4: The camera is pointing in the $y$ direction and the center point of the image plane is at the origin.
calibrate the camera. The Camera Calibration Toolbox for Matlab package \(^5\) is used to estimate the focal length and image center pixel of our camera. We found that the skew for the camera used was not significant and the pixels were square. The coordinate system is shown in figure 4.4. As shown the y-axis is equal to the camera optical axis and the ‘pinhole’ at a point (0,f,0) where f is the focal length. The image center is subtracted from the pixel values to obtain the x and z values in the figure. The choice of the y-axis along the optical axis will assure us that the Jacobians of the transformations from the robot to the sensor frame will not become singular. The singularity now corresponds to a rotation in the robot frame of 90 degrees about the optical axis. That is something we can more easily avoid doing.

The image coordinates of a point at \((x,y,z)\) in the camera frame will be:

\[
x_{image} = -\frac{x f}{y - f} \quad \text{(4.2)} \\
y_{image} = 0 \quad \text{(4.3)} \\
z_{image} = -\frac{z f}{y - f} \quad \text{(4.4)}
\]

Where we have converted all pixels to meters in a right handed coordinate system with the image plane lying in the x-z plane. The error sources are then the quantization error of the pixels and the error in our estimates of the focal length and image center pixel. The estimate of the image center is particularly important as any error in it will produce a bias in all our measurements. This error is essentially indistinguishable from an error in the camera orientation.

As a camera only gives us relatively accurate bearing information to the features it is more sensitive to orientation errors than the laser scanner. This orientation is rather hard to estimate accurately. We tried two approaches, one was to drive the robot using the SICK laser to localize and manually entering in matching pixels in images taken from different locations. These then gave an overdetermined set of constraints on the camera orientation. We could solve this by taking the pseudo inverse.

As an alternative method to measure the camera orientation we include the orientation parameters in an EKF SLAM filter and then drive the robot around using vision features. The filter then converges to the orientation parameters of the camera.

Both methods gave satisfactory results in the end but the estimation problem of these parameters can be ill posed depending on the movement of the camera between observation of the vision features.

The camera is also much harder to use for doing SLAM than the laser scanner because one is faced with the problem of not being able to initialize a feature until the movement of the camera allows triangulation of the feature to approximate its

\(^5\)available at http://www.vision.caltech.edu/~bouguetj/calib_doc/
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Distance from the camera with a Gaussian distribution [71]. In order to allow fast initialization one needs the camera to be pointed perpendicular to the direction of motion. This then introduces a problem related to the narrow field of view of the camera. With the camera pointed perpendicular to the direction of travel, the features will disappear from view quite quickly.

For these reasons it is generally better to have several cameras or an omni-directional mirror system to give long tracking times for features and quick initialization. In our work we have opted for quick initialization of high quality features which do disappear from view quickly. We can make the observation that this is not ideal.

4.2 Feature Representation in the M-Space

The first step of automatic map making is representing the features in a way that a computer can work with. The features have a variety of characteristics some of which determine its size, position and orientation in the environment. Others give more qualitative information about the feature such as texture or color. It is the geometric information about the feature that we need to represent in the map. It is this information that will assist in localization of the robot. The other information can be helpful for uniquely identifying the feature. There are a number of ways of representing the geometric information of the features. A central issue is the way that the feature will be measured. If the measurements are orthogonal to some changes in the parameters of the feature then this invariance should be explicit in the representation. Otherwise we may move the feature in these directions without any support from the measurements but rather due to some of the approximations made by the SLAM algorithm.

To enable use of a generic estimation framework it is necessary be able to treat the features in a uniform way. By this we mean that the code that does the estimation of the pose and map should not need be modified for each new feature. All features should be treated the same.

We also need to consider the process of initialization of the features in the map. This is rather tricky as the geometric information on the feature will typically not be collected at the same rate for all directions[85]. For example we might learn the angle and perpendicular distance to a wall long before we can be sure of where the ends of the wall are.

Therefore, we need a way to deal with partial initialization of the feature. By this we mean that some directions can begin to be used while we wait to collect information to initialize the other directions. This collecting and testing the information is specific for each feature and needs to be part of the feature specification. We call this information that is used by the feature prior to initialization dense information. It is used to estimate the parts of the feature not yet initialized in the SLAM algorithm. It is also tested to see if the feature can be extended in the SLAM algorithm to include these other directions. We refer to this as the fea-
ture growing dimensions or being extended. We will call the number of initialized dimensions as the \( P \)-dimension, \( p\text{-dim} \), of the feature.

The dense information can be clouds of scan points, sets of bearing vectors, occupancy grids, sums of Gaussians or some other type of 'raw' measurement data. For the example of walls and the laser scanner this cloud of points is first tested to see if it has a well defined direction with a small enough variance normal to the line, a sufficient density of points and that it is long enough. If it passes these criteria it can be extended from \( p\text{-dim} \) 0 to 2. These two dimensions correspond to the angle and perpendicular distance to the wall. The endpoints are set by the extent of the cloud, but not initialized. Each new iteration will add new dense information which will be used to adjust the ends along the line. When one endpoint is clearly seen in the raw scan the endpoint can be initialized and the \( p\text{-dim} \) increased to 3.

Another property of features that we need to have in our representation is the sharing of some dimensions with other features. So to take the example of walls again, two walls can share the same endpoint, a corner. If this relationship is explicit in our representation we will not have to enforce it separately.

Finally the transformation rules of the features under coordinate transformations must be well defined. This is because the observations of these features are to be made from a moving robot. The transformation of the features to this moving frame will be of central importance in SLAM.

We have developed a feature representation the "measurement subspace" or simply the M-Space [86, 87]. There are 3 types of coordinates and a feature may contain several of each type. There can be 3D points, 2D points and scalars. These have well defined transformation rules under coordinate transformations.

We define \( x_f \) to be this set of feature parameters, and \( x_r \) as some 'robot frame', a translation and rotation. Then

\[
x_o = T(x_f|x_r)
\]  

are the feature parameters in a new reference frame and the changes to these coordinates satisfy:

\[
\delta x_o = J_{ox}\delta x_r + J_{of}\delta x_f.
\]  

The point here is that the Jacobians above depend on the type of coordinate only. So that the calculation of these is the same for any feature.

Now we need to address the issue of symmetries. The invariances in the measurements need some explicit treatment that is in some way generic for all features. The measurements give us some information on some direction in the features parameters space. Small changes to the feature parameters will cause some perturbation in these directions. The perturbations \( \delta x_p \) are projected from changes in the parameter space \( \delta x_f \) by the B matrices.
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\[ \delta x_p = B(x_f)\delta x_f, \quad (4.7) \]
\[ \delta x_f = \tilde{B}(x_f)\delta x_p, \quad (4.8) \]
\[ I_{pp} = B(x_f)\tilde{B}(x_f). \quad (4.9) \]

The B matrices are non-linear functions that define the projection at some point in the state space. These matrices then define the symmetries and constraints of our features. We will show several examples of B matrices later. We see that these matrices will allow us to restrict the SLAM estimation to the subspace that was actually measured.

Our feature representation is inspired by the SP-model [37, 88]. There the representation is the coordinates of transformations projected to a smaller subspace with the B matrices. Our method also has a frame attached to the orientable features. This avoids the problem shown in figure 4.5.

4.3 Feature Measurements

The features are measured by some sensor such as a camera or a laser scanner. These measurements v then can be combined with the state to form an innovation \( \eta(v, x_f, x_r) \). We can require that the expectation value of \( \eta = 0 \). Furthermore, we know that the sensor is making relative measurements of the feature so that,

\[ \eta(v, x_f, x_r) = \eta(v, x_o). \quad (4.10) \]

Here \( x_o \) is the feature coordinates in the frame of the robot sensor. These innovations are ideally measurements of the noise in our sensor readings, v, plus the error in our state. They obey some probability distribution \( P(\eta|x_o) \). We will assume this distribution to be Gaussian.

We can then relate the uncertainty in the measurements v to an uncertainty in the measured innovation \( \eta \):

\[ C_{\eta\eta} = J_{\eta v} C_{vv} J_{\eta v}^T. \quad (4.11) \]

Where \( C_{\eta\eta} \) is the covariance matrix of the innovations. Furthermore, we can calculate the linear change in the innovation due to changes to the relative feature positions as:

\[ \delta \eta = J_{\eta \delta} \delta x_o. \quad (4.12) \]

The advantage of the M-Space representation is that now we can calculate the \( \delta x_o \) using (4.6).

\[ \delta \eta = J_{\eta \delta} \{ J_{\delta \delta} \delta x_r + J_{\delta \delta} \delta x_f \}. \quad (4.13) \]
Figure 4.5: Here we see how a line feature parameterization without projecting out the M-Space dimensions can lead to information after the SLAM update that is not consistent with actual measurements. The information before the update was normal to the line but afterwards has some component tangent to the line. Using the M-Space representation the information essentially rotates with the line in this case. This greatly reduces the effect of linearizations on consistency.

Finally the symmetries can also be accounted for with a generic formula by using (4.8).

\[
\delta \eta = J_{\eta \eta} \{ J_{\eta \eta} \delta x_r + J_{\eta f} \tilde{B}(x_f) \delta x_p \}.
\]  

Equation (4.17) is rather fundamental as it gives the factorization of the measurements into a part that depends only on the invariances and symmetries and a part that is specific to the measurement. We will try to match this factorization later when we find a form for the invariant linearized sums of measurements.

We can even formulate this as a relative derivative of the innovation,

\[
D_{\alpha} \eta = J_{\eta \eta} \frac{d \eta}{d x_o}
\]  

(4.15)
times a relative incremental change in the state vector \( \mathbf{x}_s \),

\[
D^o \delta \mathbf{x}_s = (J_{or}, J_{of} \tilde{B}(\mathbf{x}_f)) \begin{pmatrix} \delta \mathbf{x}_r \\ \delta \mathbf{x}_p \end{pmatrix}.
\] (4.16)

\[
\delta \eta = D_\eta D^o \delta \mathbf{x}_s.
\] (4.17)

If one formulates a SLAM algorithm in terms of products like this then one is sure to not violate the invariance of the measurements. The \( D^o \) matrix projects arbitrary perturbations of the state to the space of perturbations of the parameters relative to some base frame here taken as the sensor frame of the robot, \( \mathbf{x}_r \). Here, the parameters are coordinates of the points in the feature representation \( \mathbf{x}_f \), but they could, in general, also include other pose coordinates than the base frame. For the pose coordinates the \( B \) matrix is the identity matrix.

Walls

Walls are parameterized by two 2D points, the start and end points. The start point is to the right when facing the wall.

\[
\mathbf{x}_f = \begin{pmatrix} x_{\text{start}} \\ y_{\text{start}} \\ x_{\text{end}} \\ y_{\text{end}} \end{pmatrix},
\] (4.18)

For the case of two M-Space dimensions, \((p\text{-dim} = 2)\), the \( B \) matrix looks like:

\[
B_{\text{wall}} = \begin{pmatrix} \cos \gamma & \sin \gamma & -\cos \gamma & -\sin \gamma \\ \cos \gamma & \sin \gamma & -\cos \gamma & -\sin \gamma \end{pmatrix} / \sqrt{2},
\] (4.19)

Here \( \gamma \) is the angle between the normal of the line and the x-axis.

\[
\tan \gamma = \frac{x_{\text{start}} - x_{\text{end}}}{y_{\text{end}} - y_{\text{start}}}
\] (4.20)

\( L \) is the length of the wall.

\[
L = \sqrt{(x_{\text{end}} - x_{\text{start}})^2 + (y_{\text{end}} - y_{\text{start}})^2}
\] (4.21)

This \( B \) matrix, and thus the M-Space, corresponds to a rotation of the line in the horizontal plane around its center and a parallel motion of the wall perpendicular to the wall. We also have

\[
\tilde{B}_{\text{wall}} = \begin{pmatrix} L \cos \gamma & \cos \gamma \\ L \sin \gamma & \sin \gamma \\ -L \cos \gamma & \cos \gamma \\ -L \sin \gamma & \sin \gamma \end{pmatrix} / \sqrt{2},
\] (4.22)
Figure 4.6: Illustration of the M-Space directions for the wall representation. The shorter arrows are the first M-Space direction, rotations. The longer arrows show the position M-Space direction. Typically wall measurements only provide these two directions.
Figure 4.7: Illustration of the vectors involved in defining the innovation for wall measurements. The vectors with 'hats' are the 'predicted' values while the plain letters are the measured vectors.
The wall measurements are 4 dimensional, the two 2-D endpoints. These measurements give two vectors in the laser frame which point to the start and end points of the detected wall. Call these vectors $s$ and $e$.

$$s = (v_0, v_1), \quad e = (v_2, v_3). \quad (4.23)$$

Where $(v_0, v_1)$ and $(v_2, v_3)$ are the start and end points in the laser frame. We form two more vectors out of these,

$$t = \frac{e - s}{|e - s|}, \quad r = e + s, \quad (4.24)$$

The innovation function is two dimensional,

$$\eta = \left( \begin{array}{c} t \times \hat{t} \\ (\hat{r} - r) \times \hat{t} \end{array} \right). \quad (4.25)$$

Here $\hat{t}$ denotes the prediction of $t$ calculated using predictions $\hat{s}$ of $s$ and $\hat{e}$ of $e$.

$$\hat{s} = \left( \begin{array}{cc|cc} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \end{array} \right) (\hat{x}_o), \quad (4.26)$$

$$\hat{e} = \left( \begin{array}{cc|cc} 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{array} \right) (\hat{x}_o). \quad (4.27)$$

We can then calculate $J_{\eta o}(\hat{x}_o, v)$ and $J_{\eta v}(\hat{x}_o, v)$ by differentiating this innovation.

$$J_{\eta o}(\hat{x}_o, v) = \frac{\partial \eta}{\partial \hat{x}_o} \quad (4.28)$$

$$J_{\eta v}(\hat{x}_o, v) = \frac{\partial \eta}{\partial v} \quad (4.29)$$

If the $p$-dim has grown to 4 after observation of both endpoints the B matrix is

$$B_{wall} = \left( \begin{array}{cccc} \cos \gamma & \sin \gamma & -\cos \gamma & -\sin \gamma \\ \cos \gamma & \sin \gamma & \cos \gamma & \sin \gamma \\ \sqrt{2} & \sqrt{2} & \sqrt{2} & \sqrt{2} \\ -\sin \gamma & -\cos \gamma & 0 & 0 \end{array} \right) \quad (4.30)$$

Here the endpoints motion tangent to the line has been added. Now measurements can be as long as 4 dimensional:

$$\eta = \left( \begin{array}{c} t \times \hat{t} \\ (\hat{r} - r) \times \hat{t} \\ (\hat{s} - s) \cdot \hat{t} \\ (\hat{e} - e) \cdot \hat{t} \end{array} \right). \quad (4.31)$$
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Point Features

Point features are parameterized by one 3-D point,

$$x_f = \begin{pmatrix} x \\ y \\ z \end{pmatrix},$$

(4.32)

These features have a B Matrix that is simply the identity matrix.

$$B = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}.$$

(4.33)

The measurement vector is the point in the image plane and the focal length of the camera. (Our image plane has the y axis coming out the center of the image).

$$v = \begin{pmatrix} x_{image} \\ z_{image} \\ \text{focal} \end{pmatrix}.$$

(4.34)

The innovation function for these is simply the vector in the image plane from the predicted image point to the measured image point.

$$\eta = \begin{pmatrix} -v_x x_0 + v_y y_0 + v_z z_0 \\ \frac{y_0 - y_1}{y_0 - y_2} \end{pmatrix}.$$

(4.35)

Horizontal Line Features

The horizontal line features are parameterized by two 3-D points.

$$x_f = \begin{pmatrix} x_{\text{start}} \\ y_{\text{start}} \\ z_{\text{start}} \\ x_{\text{end}} \\ y_{\text{end}} \\ z_{\text{end}} \end{pmatrix},$$

(4.36)

For the case of \( p\)-dim = 1, B matrix looks like:

$$B = \begin{pmatrix} \cos \gamma & \sin \gamma & 0 \\ -\cos \gamma & -\sin \gamma & 0 \end{pmatrix}.$$

(4.37)

Here \( \gamma \) is the angle between the projection of the normal to line into the horizontal plane and the x-axis.

$$\tan \gamma = \frac{x_{\text{start}} - x_{\text{end}}}{y_{\text{end}} - y_{\text{start}}}$$

(4.38)
This $B$ matrix corresponds to a rotation of the line in the horizontal plane around its center.

The horizontal line measurements are 5 dimensional, two pixels in the image corresponding to the line end points and the focal length of the camera.

$$v = \begin{pmatrix} x_{\text{image-start}} \\ z_{\text{image-start}} \\ x_{\text{image-end}} \\ z_{\text{image-end}} \\ \text{focal} \end{pmatrix}.$$ \hspace{1cm} (4.39)

These measurements give two vectors in the camera frame which point to the end points of the detected line segments. Call these vectors $s$ and $e$ (see figure 4.8).

$s = (-v_0, v_4, -v_1)$, and $e = (-v_2, v_4, -v_3).$ \hspace{1cm} (4.40)

![Figure 4.8: A horizontal line feature showing the 1 dimensional M-Space.](image)

As we have said the camera axis is along the $y$ direction and $(v_0, v_1)$ and $(v_2, v_3)$ are the start and end points in image plane and $v_4$ is the focal length. We form some unit vectors out of these, (see figure 4.8),

$$c = \frac{s \times e}{|s \times e|}, \quad r = \frac{e + s}{|e + s|}, \text{ and } t = \frac{e - s}{|e - s|}.$$ \hspace{1cm} (4.41)
Now we can define an innovation as,
\[ \eta = c \cdot \hat{t}. \] (4.42)

Here \( \hat{t} \) denotes the prediction of \( t \) calculated using predictions \( \hat{s} \) and \( \hat{e} \) of \( s \) and \( e \).

We can then calculate \( J_{\eta o}(\hat{x}_o, v) \) and \( J_{\eta v}(\hat{x}_o, v) \) by differentiating this innovation.

For the three dimensional M-Space the \( B \) matrix looks like,
\[
B = \begin{pmatrix}
\cos \gamma & \sin \gamma & 0 & -\cos \gamma & -\sin \gamma & 0 \\
\cos \gamma & -\sin \gamma & 0 & \cos \gamma & \sin \gamma & 0 \\
0 & 0 & 1 & 0 & 0 & 1
\end{pmatrix} / \sqrt{2}. \] (4.43)

where the second row corresponds to motion in the horizontal plane orthogonal to the line and the third row corresponds to changing the height of the line. Now the innovation becomes two dimensional and for the second component we take:
\[ \eta_2 = c \cdot \hat{r}, \] (4.44)

4.4 Feature Matching

The matching of a feature measurement with the map feature that gave rise to it is a critical part of doing SLAM. The matching is done in two phases first we form a list of candidate matches in a generic way. Then we test the list using some specific test for the SLAM algorithm being used. The list is meant to be rather loosely matched. Its purpose is to reduce the number of checks needed by the more intensive test. To form the list we use a series of lists where each list is used as an input to some test that then reduces the length of the list.

1. Form near list
2. Transform all near list features to Sensor-Frame
3. Form visible list
4. For each feature measurement
   4.1 Form list of rough matches
   4.2 For each rough match
      4.2.1 Calculate the fine match
      4.2.2 Order the list by fine match
   4.3 If the best fine match is within a threshold
      accept the preliminary match list.
      Else create a new feature for the measurement.
The first list is the 'near list'. Each feature has a method that will return true if the feature is inside some rectangle. For line features or other extended features inside means if any part of the feature is inside the rectangle. This list can be generated every few iteration with a rectangle centered on the robot and large enough to ensure any feature within range of the sensor is included.

The near features are all transformed to the sensor frame for further testing. For vision features that have not been fully initialized we now check if the bearing to the feature is very different than it was the last time we saw it. If so we cannot reliably match to it using geometric information alone so we remove this feature from the list.

The features on the near list are then tested with the current sensor pose to see if they are visible. Visible features are ones in front of the sensor and facing the sensor, (walls are considered invisible when viewed from behind). The possible occlusions are also taken into account when forming the 'visible list'.

It is then the visible list that is matched against the measurements. A rough match test is done for each measurement to the visible features. This consists of first putting a smaller rectangle around each measurement and then testing if the feature is in this rectangle.

Then a fine test is applied. This fine test is a threshold applied to the metric distance between the measurement and the feature. For the example of walls, we use a threshold on the difference in angles squared plus the difference in perpendicular distance squared, with an appropriate scaling of each term.

\[
\text{finetest} = (z - \hat{z})^T M (z - \hat{z}),
\]

(4.45)

Where \(z\) is a column vector such as for example, the angle and perpendicular distance to the measured line in the sensor frame. \(\hat{z}\) is the prediction of these quantities given the feature match. \(M\) is a metric chosen for this type of measurement.

After passing all these ‘generic tests’ the SLAM algorithm will generally apply its own final test to the match such as mahalanobis distance or the energy criteria to be introduce later.

4.5 Feature Initialization

Feature initialization can be somewhat tricky. For EKF SLAM one would like to initialize the features quickly so that they can be used by the SLAM algorithm before they disappear from view. This rush to initialize must be balanced against the need to be sure that the feature is a real and static feature and that the m-space direction is known well enough to ensure valid linearization.

The feature M-Space dimensions are initialized and the soft dimensions \(^6\) estimated by using dense information. This information is accumulated on the feature and evaluated to set the soft dimensions and eventually extend the P-dimensions.

\(^6\)The soft dimensions are the complement of the M-Space.
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The accumulated information is tagged with an age. The age grows as the distance traveled by the robot between calls to add information. This distance includes rotations with rotation by 1 radian weighted to equal travel by 5 meters. When the dense information gets too old it is discarded and will not be used for initialization.

The dense information is collected in the dead-reckoning frame which is continuous. This allows us to avoid the problem of sudden adjustments of the pose by the SLAM algorithm causing the new dense information to be not comparable to the old. Over time the accumulated errors in the dead reckoning are what motivate the throwing away of too old dense information. The transformation from the dead reckoning to the map frame is used to adjust the results.

We will see that when using the graphical method we can repeatedly add the dense information and thus use the map frame instead of the dead reckoning. This is because in the graphical method the recent robot path is updated each iteration and thus a continuous path is available for the dense information. Each time we check to see if we can extend the $p$-$dim$ of the feature we must add the information from all the measurements using the corrected poses along the path.

Walls

For walls the dense information added to the feature consists of clouds of points from a laser scan. This cloud is added to the accumulated cloud and tested. First the list of points is ordered by the distance along the line. Then sections of the cloud that have distances between adjacent points less than some 'tightness' threshold are formed. The section must have enough points, enough length and small enough variance off the line. After passing all these tests the wall is initialize to $p$-$dim = 2$.

After this the endpoints will be extended along the wall as more scan points are added to the cloud within the tightness threshold distance from the current end.

When the measurements include the detection of the endpoint of the wall, the feature will initialize the corresponding M-Space dimension as long as the measured endpoint is in good agreement with the current best guess of the endpoint.

Point Features

For point features measured with a camera the dense information consists of the bearing vector to the feature and the location of the camera. For initialization, these bearing vectors are examined pairwise. If the distance traveled between the two bearings was sufficient for meaningful triangulation the pair will contribute a weighted estimate to the older bearing's estimate of the range to the point. The weight is $\sin^2(\theta_{ij})$, where $\theta_{ij}$ is the angle between the two bearing vectors figure 4.9.

\[
\begin{align*}
    r_{ij} &= \frac{\sin \phi_{ij} d_{ij}}{\sin \theta_{ij}} \\
    w_j &= \sum_{i > j} \sin^2 \theta_{ij} 
\end{align*}
\]
Figure 4.9: A point feature showing the triangulation between two observations.

\[ r_j = \sum_{i>j} \frac{r_{ij} \sin^2 \theta_{ij}}{w_j} \quad (4.48) \]

If the total weight of all the vectors is larger than a threshold the point is initialized.

\[ w_{total} = \sum_i w_j \quad (4.49) \]

A cloud of points is formed from all the individual bearing vectors and their weighted average range values. The weighted center of this cloud is the estimate of the point feature location and the weighted variance of the cloud becomes an estimate of the initial uncertainty relative to the current pose.

\[ x_j = \frac{r_j s_j}{|s_j|} \quad (4.50) \]

\[ x = \frac{1}{w_{total}} \sum_i w_j x_j \quad (4.51) \]

Horizontal Line Features

For lines measured by the camera and known to be horizontal we can initialize the tangent vector direction of the line before we can initialize the position of the line. The dense information here is the bearings of the start and end points and the position of the camera. These give an estimate of the tangent direction which we weight and add to the accumulated weighted tangents.
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We take the weight of each measurement as $\sin(\theta_{se})$, where $\theta_{se}$ is the angle between the two bearing vectors of the start and end points of the line as measured at the camera figure 4.10.

![Figure 4.10: A horizontal line feature showing the calculation of the tangent from one measurement. $|t_i| = 1$ and the height of the tangent vector, $h$, is the same at both ends.](image)

\[
\begin{align*}
    w_i &= \sin \theta_{se} & (4.52) \\
    w_{total} &= \sum_i w_i & (4.53) \\
    t &= \frac{\sum_i w_i t_i}{w_{total}} & (4.54)
\end{align*}
\]

When the total of the weights, $w_{total}$, exceeds a threshold the tangent direction is initialized.

For the position information we use a weight for each pair of measurements equal to $\sin^2(\theta_{ij})$, where $\theta_{ij}$ is the angle between the two planes defined by the line measurements. Each such pair of measurements defines the distance of the line from the origin. When the total weight is above a threshold we initialize the position with the weighted average of the positions defined by each measurement. This is totally analogous to the point feature triangulation except that everything is projected to the plane perpendicular to the line tangent vector.

These vision initialization schemes while crude were sufficient for the ceiling features as we had a variation in height above the camera of between 1.5 and 2.5 meters. This relatively small variation in depth made initialization much easier. For a more general case more sophisticated methods might be needed.
4.6 Summary

The Features to be used in the following are wall observed with a SICK laser, ceiling lines and lamps observed with a camera. The walls are extracted from the laser scans by means of a Range Weighted Hough Transform. This algorithm has been optimized by using a two stage accumulator.

The camera images are processed using standard software to extract lines and lamps on the ceiling.

The features are represented in a general framework called the M-Space feature representation. The M-Space allows one to generically transform the features. It also describes the constraints and symmetries of the features by means of the \( b \) matrices. These then help to formulate SLAM algorithms that respect these symmetries and constraints.
Part II

Estimation
Chapter 5

Extended Kalman Filter Based Methods for Localization and SLAM

Localization and mapping can be phrased as a standard least square estimator. When applied recursively the typical formulation, for feature systems, is the Kalman filter. As the system is non-linear the linearized version, Extended Kalman filter, is used.

The Extended Kalman Filter, EKF, is a very good method for both localization and full SLAM. The idea is to linearize the current measurements around the current best state estimate and then feed the measurements into a standard linear Kalman filter. For this to work the the linearized measurements must be Gaussian.

For a linear Gaussian system, the Kalman Filter will solve (2.7) exactly using an iterative formula in $i$. For the SLAM problem the EKF is only an approximation to the solution [36, 37, 38, 16].

5.1 EKF Localization

When one has an a priori map of the environment one can use it to localize the robot. One way to achieve this is with an EKF. The main requirement is that the robot must remain localized in the map at all times. If the robot loses track of its pose it will be impossible to regain it using the EKF alone. By lose track we mean that the error in the robot pose is so large that it can no longer distinguish between map features based on the location alone.

The idea of the EKF is to represent the state as the pose of the robot at time $t$, $x_r(t)$, and the estimated covariance of that pose, $C_r(t)$. The time variable here is discrete. As the robot moves the dead reckoning will allow us to predict the new state by.

$$x_r(t) = f(x_r(t-1), x_d(t, t-1))$$  \hspace{1cm} (5.1)
where \( \mathbf{x}_d(t, t-1) \) is the dead reckoning incremental coordinates and \( f \) is a non-linear vector valued function describing the motion. The covariance will also change,

\[
C_r(t) = J_{rr}C_r(t-1)J_{rr}^T + J_{rd}C_d(t, t-1)J_{rd}^T
\]  

(5.2)

Here we assume the dead-reckoning estimate is statistically independent of the state at \( t-1 \). The \( J \)'s here are the Jacobians of the function \( f \).

When features on the map are observed the update step can be invoked using the matrix \( K \),

\[
K = C_r(t)J_{rr}^TS^{-1}
\]  

(5.3)

where \( S \) is,

\[
S = (J_{rr}C_rJ_{rr}^T) + C_\eta(t)
\]  

(5.4)

The updated robot pose state is then \( \mathbf{x}_r(t) + \delta \mathbf{x}_r(t) \),

\[
\delta \mathbf{x}_r(t) = -K\eta(\mathbf{x}_r(t)).
\]  

(5.5)

The updated covariance of the robot \( C_r(t) + \delta C_r(t) \)

\[
\delta C_r(t) = -KJ_{rr}C_r(t)
\]  

(5.6)

Figure 5.1: This shows the effect of dead-reckoning prediction step followed by a feature measurement update step on the covariance of the robot position estimate. The error grows during dead-reckoning but shrinks after using the wall measurement. The error along the wall does not decrease.

We notice that the predict step always increases the covariance and the update step always decreases it, as illustrated in figure 5.1. The final matching test is usually taken as test of the mahalanobis distance,

\[
\delta_M = \eta(\mathbf{x}_r(t))^TS^{-1}\eta(\mathbf{x}_r(t)).
\]  

(5.7)

If this \( \delta_M \) is below some threshold the match is considered sufficiently likely to be used. If several features match the same measurement the lowest \( \delta_M \) is used but this is a sign that the robot is not sufficiently well localized to resolve these features
unambiguously. Problems might then occur. Figure 3.6 shows an example of EKF localization for a data set that we will use in later experiments. Localization given a map is a solved problem using the EKF as long as the robot is localized from the start and does not lose sight of the map landmarks.

5.2 EKF SLAM

The SLAM solution works like the localization EKF except that now the state perturbations include the feature M-Space perturbations,

\[ \delta x_s = \begin{pmatrix} \delta x_r \\ \delta x_p \end{pmatrix}. \]  

(5.8)

and the \(J_{\eta r}\) from the localization case (5.4) gets replaced by \(J_{\eta s}\),

\[ J_{\eta s} = J_{\eta r} \left( J_{or} \right) \left( J_{of} B \right). \]  

(5.9)

Here \(\tilde{B}(x_f)\) is calculated every time that \(x_f\) changes. The variation direction in the global frame that the covariance matrix describes is changing after each update.

We can project the change in the M-Space to changes to the feature parameters by

\[ \delta x_f = \tilde{B} \delta x_p. \]  

(5.10)

We notice that the filter must keep track of the current robot poses \(x_r\) and the uncertainty in that pose. It also tracks the covariance estimate of the errors in the pose and the M-Space perturbations. The state of the features is not part of the filter. \(^1\) The features separately track the \(x_f\) and the Kalman filter will provide adjustments to those coordinates as shown above.

We can also include any parameters or the robot to sensor pose in \(x_r\). We just need to calculate their Jacobians each time.

Correspondingly the update step using our relative form is:

\[ K^T = S^{-1} D_{\eta} D^o C_s(t) \]  

(5.11)

where \(S\) is,

\[ S = (D_{\eta} D^o C_s(D_{\eta} D^o)^T + C_\eta(t) \]  

(5.12)

The updated state is then \(x_s(t) + \delta x_s(t)\),

\[ \delta x_s(t) = -K_\eta(x_s(t)). \]  

(5.13)

The updated covariance of the state,

\[ C_s(t)' = C_s(t) + \delta C_s(t) = (I - K(D_{\eta} D^o))C_s(t) \]  

(5.14)

\(^1\)\(x_p\) is not a meaningful expression in our theory.
Experiments

Figure 5.2: Four EKF maps made by from left to right a PeopleBot, Pioneer, PowerBot and a custom built robot. The number of walls in the maps were 120, 232, 218 and 86 respectively. The lighter (green) lines represent the hand made map while the darker (black) lines are the SLAM map. The size of this building is 13 by 39 meters.

The EKF SLAM implementation shown here uses the M-Space feature representation. Here we show some of the extensive test results for this SLAM implementation which can handle vision and laser data, separately or in combination.

We tested our EKF SLAM on four different indoor robots in the lab. Each of these robots was equipped with a SICK laser scanner LMS-200. The results are shown in figure 5.2. The four robots used the same configuration parameters for the EKF SLAM program. Three robots were from ActivMedia, a Peoplebot, a Pioneer and a PowerBot. The fourth was a custom made robot.

In figure 5.3 we show a comparison between the maps made with the different robots. We matched the maps pairwise by matching walls that were within 50 cm and 6 degrees of each other. The best match was taken if more than one was found. As the experiments were performed on different days and the paths only partially
Figure 5.3: Here we see the distribution of the differences between the location of the wall centers after matching the maps pairwise. The walls were matched using a simple matching of all walls within 50 cm and 6 degrees. We matched all 6 pairs of maps and cumulated the results in this histogram. 72% of the walls matched. The RMS Error in the perpendicular distance of the wall centers was 10 cm.

...overlapped there were some non-matched walls. Figure 5.4 show the extent of the matching for the two largest maps, made by the Pioneer and the PowerBot robots. Overall we found 556 matches out of a total of 769 walls. We tried to match each wall from the smaller map to the walls of the larger. The RMS difference in the center locations was 10.1 cm, measured normal to the wall.

One can see that the EKF can make accurate maps consistently if enough good features are always in view. And the data association is unambiguous. For these maps the calculation time was not an issue. Notice that some walls shared endpoints with adjacent walls forming a corner. These corners had one 2D point that, when updated, changed both walls. In other word the corner constraints were explicit in the representation.

We also mounted a web camera pointing straight up at the ceiling. We then
Figure 5.4: This illustrates the extent of the matched sections between the two largest maps. The walls of the original two maps are shown dotted while the matched walls are in solid black. Distances are shown in meters.
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Figure 5.5: Example image with two line features and a lamp feature detected.

Figure 5.6: Snapshots of the ceiling along the path showing the line detection output.
Figure 5.7: The map obtained using only the camera images consists of lines and lamps on the ceiling. The true map of the walls in the lab is also shown for reference. One can see that the robot passes through the center of the doorways and that the rectangular nature of the ceiling lines is maintained indicating good accuracy. The lighter lines have M-Space dimension of 1 (direction only) while the darker lines have 3. The squares are the ceiling lamps which were also used for doing SLAM. The size of the mapped area is 13 by 15 meters.
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Figure 5.8: The same map from another viewing angle. One can see that the features are indeed 3D. The ceiling height is higher in the rooms than in the hallway.

Figure 5.9: This shows a larger, (13 m x 39 m), EKF map made using vision features on the ceiling with the pioneer robot. The building walls are shown for reference only and were not part of the SLAM estimate. The darker lines are the full 3D horizontal ceiling lines while the lighter (blue) ceiling lines are one dimensional (orientation only). The squares show the locations of ceiling lamps.
Figure 5.10: Here we show the EKF solution to a data set made with the ATRV robot exploring autonomously. The EKF algorithm cannot consistently be updated with the large error on closing the loop here. The size of this area is about 100 x 100 m.
used the camera and odometry for doing SLAM while using the SICK to check our accuracy.

The images were 320x240 acquired at 10Hz. The features were found by using the OpenCV\textsuperscript{2} library. Lines and points were extracted. Lines were extracted using the Hough Transform. For point features we used the center of lamps of circular shape that were detected based on their intensity. Figure 5.5 shows an example image. The height of the linear structures above the camera varied between 1.5 and 2.5 meters. Figure 5.6 shows image snapshots from the environment.

The ability to use the lines for orientation almost immediately was of significant benefit in the corridor where the robot moved parallel to the line for a long distance

\textsuperscript{2}OpenCV means Intel: Open Source Computer Vision Library
before turning into a room and finally being able to triangulate the line’s position. This helped the robot to stay localized.

Figures 5.7 and 5.8 show the results. Here the walls of a hand made map, (not used by the SLAM program), are shown to help in understanding the path the robot followed. The robot starts and ends the experiment in the room to the lower left in the figure. The dashed curve is the estimated path calculated by the EKF program. The dark lines represent the ceiling lines put into the map. These are the lines that were fully initialized. That is to say 3 M-Space dimensions. The lighter lines are the partially initialized lines. These have 1 M-Space dimension orientation only. The square are the locations of ceiling lamps put into the map. One can see that the return path passes over nearly the same points as the outward path and that it passes through the centers of the doorways. Also the lines are oriented to the building walls parallel. All this indicates good accuracy. The final position was correct to a less than few 5 cm.

We also tried the variation of a Quick Cam camera with wide-angle lens and the pioneer robot. This camera had a focal length of 283 pixels as compared to 503 for the Phillips camera used on the first data set. The wider field of view helped by maintaining the features in view for a longer period of time. Figure 5.9 shows the results for a larger map. For this map we allowed the fixed rotation of the camera relative to the robot to be a variable parameter estimated by the EKF. This helped to model the vibrations of the camera in the robot frame. Without these additional parameters in the EKF we found it impossible to get good results for the camera with this robot. By comparing the laser scan data, (taken at the same time but not used by SLAM here), to the walls of the hand made map we can assert that the robot remained well localized throughout this experiment.

Figure 5.10 shows a EKF SICK laser map made on a large data set outside a building using the ATRV robot equipped with the Crossbow inertial sensor. This data set cannot be solved using the EKF as we cannot impose the loop closing constraint consistently. To do so would violate the linearizations. A solution to this problem will be presented later.

Finally, figure 5.11 shows another EKF SICK laser map made on a very large data set outside the same building using the ATRV robot. The EKF algorithm is unable to impose the global constraint.

5.3 CEKF SLAM

The main idea of the compressed EKF, CEKF, is that the map can be separated into two parts, the part being observed and the unobserved part. We will refer to the part being observed as the visible map rather than local map to emphasis that it only contains recently seen features. The key insight is that while one makes updates to the visible map using the observations, one can accumulate the effect of these updates on the rest of the map in a set of matrices of order the size of the
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Visible map. Thus, the calculation burden of each iteration become nearly constant, until one needs to update the whole map.

The equations needed to do this were first presented in [19]. We let $a$ signify the visible map and $b$ the rest of the state vector. We can use matrices $\psi$ and $\phi$ to do a global update of the covariance,

$$C_{ab}(t_3) = \phi(t_3 - 1)C_{ab}(t_2)$$  \hspace{1cm} (5.15)

$$C_{bb}(t_3) = C_{bb}(t_2) - C_{ba}(t_2)\psi(t_3)C_{ab}(t_2).$$  \hspace{1cm} (5.16)

Then use $\theta$ to update the state.

$$x_b(t_3) = x_b - C_{ba}(t_2)\theta(t_3).$$  \hspace{1cm} (5.17)

These are the global updates done at a low frequency. The matrices $\psi$ and $\phi$ are calculated iteratively. For the predict step we have,

$$\phi(t) = J_{aa}(t, t - 1)\phi(t - 1)$$  \hspace{1cm} (5.18)

$$\psi(t) = \psi(t - 1)$$  \hspace{1cm} (5.19)

$$\theta(t) = \theta(t - 1)$$  \hspace{1cm} (5.20)

The update step is,

$$\phi(t) = (I - C_{aa}(t))\beta(t)\phi(t - 1)$$  \hspace{1cm} (5.21)

$$\psi(t) = \psi(t - 1) + \phi^T(t - 1)\beta(t)\phi(t - 1)$$  \hspace{1cm} (5.22)

$$\theta(t) = \theta(t - 1) - \phi^T(t - 2)J_{\eta a}^T(t - 1)S^{-1}(t - 1)\eta(t - 1)$$  \hspace{1cm} (5.23)

$$\beta(t) = J_{\eta a}^T(t)S^{-1}(t)J_{\eta a}$$  \hspace{1cm} (5.24)

In [18] it is pointed out that as one observes a feature from the part of the map not being updated one can selectively update only that feature. In other words one can move a single feature up to the visible map without the need for a full global update. This is important since a full update has a much higher complexity, which in many cases challenges real-time operation. This would force the robot to stop and compute often. By only updating the features as needed the robot can operate non-stop.

The update matrices can be extended by adding row $i=a+1$ thus:

$$\phi_{a+1,a+1}(t) = \begin{bmatrix} \phi_{aa}(t) & 0 \\ -C_{ia}(t_2) \cdot \psi_{aa}(t) & 1 \end{bmatrix}.$$  \hspace{1cm} (5.25)

$$\psi_{a+1,a+1}(t) = \begin{bmatrix} \psi_{aa}(t) & 0 \\ 0 & 0 \end{bmatrix}.$$  \hspace{1cm} (5.26)
Figure 5.12: Here we illustrate the operation of the compressed filter. The dotted lines enclose each of three maps, LM1, LM2 and VM. VM is the visible map at the current time. LM1 and LM2 are local maps at earlier times. The robot moves in the direction shown and wall A is observed. Since it is on LM1 it will need to be first added to LM2 and then to VM before it can be updated with the observation.

\[
\theta_{a+1}(t) = \begin{bmatrix} \theta_a(t) \\ 0 \end{bmatrix},
\]

Here by \( C_{i,a}(t_2) \) we mean the \( i \)th row of the covariance matrix at iteration \( t_2 \), assuming the visible map was formed at iteration \( t_2 \). The subscript \( a \) indicates the subspace of the state space corresponding to the visible map. The covariance and the position of the added point will be calculated in the normal way for the compressed filter only we just calculate the \( i \)th row. A careful examination of the update equations will show that equations (5.25) to (5.27) are what one would get if one had included the extra row from the formation of the visible map.

In our implementation a visible map begins with just the three pose coordinates as the state vector, \( x_v(t) \). As features are actually observed, they are put on the visible map. Once the visible map becomes larger than a specified size a new visible map is initialized with only the pose on it. The old visible map becomes a local map from which the current visible map can draw features. One can think of the visible map as being at the current time while the local map is at an earlier time. From that point on, as features from the older map are observed again they will have to be brought up to the current time using the update matrices for the current visible map.

Then as this new visible map becomes too large the process is repeated. There is now a chain of three maps, two local maps at earlier times and the current visible
map. Now observed features not on the visible map can be one of three types:

1. A new feature not on any local map will be simply added to the current visible map.

2. A feature from the previous, (second), local map will need to be brought up to date using the current update matrices.

3. A feature from the first local map will need to first be brought up to the time of the second local map and then up to the current time.

This process continues opening new visible maps and chaining them together, so that each map in this chain has a father and a son. When a feature is observed the visible map is asked for the feature. If the feature is not on the visible map, and thus not up to date, the visible map asks his father for the feature. This call then will travel down the chain until it gets to the map that has the feature. Then the updates are done for that feature back up the chain, with each map updating the feature and then turning it over to its son, who does the same and so on.

In figure 5.12 we have illustrated the idea. There we show three maps chained together by the update matrices $\psi_i$, $\phi_i$ and $\theta_i$. The first map, $LM_1$, is at a time $t_1$ the second $LM_2$ at $t_2$, while the visible map, $VM$, is at the current time, $t_3$. As the robot continues down the street, wall A will come into view. At that point the feature matcher will ask $VM$ for wall A. As VM does not have such a wall it will ask its father, $LM_2$ for the wall. $LM_2$ will similarly ask $LM_1$. $LM_1$ will update the wall with $\psi_1$, $\phi_1$ and $\theta_1$ before giving the wall to $LM_2$, and so on.

It is this feature update that limits the size of the map or rather the chain. The size of the global map does not actually ever affect the complexity of the calculation unless a global update is required for some reason. Global updates are not required for pose estimation or local navigation. However if this chain of maps gets to be too long, the observation of features from a map far down or at the bottom of the chain could lead to significantly longer update times. Thus it may be necessary to stop the robot and do a global update from time to time to collapse the chain.

Experiments

We were fortunate to have access to a military urban warfare training facility outside of Stockholm. There we have a mock town with 18 mock buildings arranged along several streets. There are various vehicles and debris lying in the streets as well. The road surfaces are unpaved complete with large ruts, holes and rocks. The road is nowhere level and the slopes can be steep enough for the robot to start to slide sideways. The robot used was the ATRV robot equipped with a SICK LMS291 Laser scanner and a crossbow DMU-FOG inertial sensor. We used the fused inertial and odometry dead reckoning as described earlier.

To tune and test our SLAM program we used a few large data sets taken by driving the robot by hand. We drove the robot through a large nearly closed loop...
Figure 5.13: This is an example of a typical SLAM test at the mock town. The terrain behind the buildings where we start is very rough with the pitch and roll angles reaching maximums of 30, respective 10 degrees. The results show that we can build maps over the difficult terrain. The scales are in meters. The ground truth is shown as faint dotted lines for the survey map of the buildings.
in the area and the results are shown in Figure 5.13. This is a typical result from our SLAM tests in the area. The dotted lines show the survey maps of the area and the solid lines are the result of the SLAM.

![Figure 5.13: Typical result from SLAM tests in the area.](image)

Figure 5.13: This is an example of autonomous exploration and map making. The dotted lines represent the actual building. The solid lines are the walls, fences and cars that the robot built into a map. The robot path is shown as the continuous curve encircling the building. This is also the real-time data saved at the time of the explore. Despite the errors, the robot maintained a good enough pose estimate to carry out a complete exploration. Distances are in meters.

Up to this point the reader might be thinking that the SLAM problem is solved. It is true that on this data set the CEKF works very well. The reason is that this data set had relatively easy data association and nice uniform dense features. It is particularly important that the robot has information sufficient to localize itself on the visible map. That means there needs to be walls in two linearly independent directions. In the next data set we have difficult data associations and long stretches with walls only in one direction. We also have a large loop in the map. This proved
to be beyond the limit of what a EKF/CEKF can handle.

We drove the robot outside, Figure 5.14. This building is about 70 m square with fences around most of it. The robot was taken out to a spot in the parking lot between the fence and the building. The robot was then told to explore a large rectangular region chosen to enclose the entire building. The robot then drove the path shown while simultaneously calculating its path and the map as shown. At two points human intervention was required. Once the robot was heading for a patch of grass that would be torn up by its wheels. A human stood in its way to prevent that. At another point the robot did not see a low bench with its sonar and drove too close to get away. It was driven by hand a few feet and commanded to resume exploring.

This is the same data as we showed earlier in the EKF SLAM section (see figure 5.10). That map was made using our current EKF program as opposed to this older implementation. We have gotten a bit better at filtering out some of the bad decisions made here. Figure 5.14 was made in real time at the time of the explore using the older implementation. That is why the program makes more erroneous decisions but these are very good illustrations of the real ambiguities in data filtering.

As one can see, the map has two points where errors occurred. These are shown by the arrows starting from the robot and pointing to the feature that caused the trouble. The first point was just before turning the first corner. There its position estimate acquired an error of by about 2 m. This turned out to be due to a fence that the robot could see through and was partially hidden by vegetation. This was sometimes seen as being closer and sometimes further away. We could eliminate the poor observations by making the feature threshold a bit tighter but this caused some good measurements to be lost resulting in a worse map.

The second place is similar and occurred before the last turn. There the robot was traveling down a slope and the laser scanner was seeing the ground. The ground looked much like a wall. Once the ground was put on the map as a wall the robot tried to localize with it. As the robot moved down the slope the wall seemed to move as well which was interpreted as pose errors. Making matters worse was the fact that the robot also slide sideways quite significantly while turning on this slope.

As can be seen the map in this example failed to close on return to the starting location. This was due to the problems we described. We then began working on the problem of being able to reconsider bad or rushed data associations like those that caused the first large error. We also realized that errors such as sliding sideways may still occur. Therefore, we would like to be able to somehow correct this map with the loop closing information. This was the motivation behind graphical SLAM.

This test clearly illustrates some of the challenges with EKF based systems:

- Too early commitment to data associations.
- Unmodeled drift and biases lead to serious inconsistency.
- Unimodal uncertainty model cannot capture the true stochastic map.
• Loop closing cannot be done consistently when large errors are present.

These issues form the basis for the work presented in the following chapter.
Chapter 6

Graphical SLAM

The graphical SLAM method is based on the same sort of graph that represents the Extended Information Filter, EIF [41], with some changes. The EIF graph represents the non-zero information matrix elements by edges in the graph between nodes that represent the state.

![Graphical SLAM diagram](image)

Figure 6.1: Here we illustrate the Extended Information Filter as a graph. The non-zero elements of the information matrix can be represented as edges in a graph. The nodes then correspond to the state components, pose and feature. The prior robot pose is marginalized out of the linear system producing a simpler graph. As new poses are added the older ones are eliminated which creates edges between previously unconnected feature nodes. As this proceeds the features all become connected to one another. However the links between distant features are weak.

In EIF SLAM the predict step will marginalize out the robot pose at the previous iteration and only keep the current pose in the graph see figure 6.1. When doing that the graph will gain edges between all nodes attached to the eliminated pose node. This includes the current pose node. This then leads to a dense graph/information matrix. The dense matrix makes solving for the expected state difficult.

Our method differs in two main areas. First we do not linearize the system to give a constant information matrix. Instead we recalculate the information matrix, (or Hessian of our graph energy), at each estimated state. So when the state changes so does this matrix.

The second main difference is that we do not marginalize out all the previous pose nodes which then gives us a sparse graph for which it is easier to calculate the expected state. This sparseness is not the result of any explicit sparsification step.
but rather is a result of not doing the marginalization of pose nodes. Thus, we do not need to consider the consistency issues of SEIF.

We eventually do linearize and marginalize out poses from the state but we leave some poses in to maintain this sparseness. This also helps in other ways like giving each mapped area its own frame of reference. Such a frame is useful if other information is being collected along with the map an needs to move with it [62].

6.1 The SLAM Graph

The starting point for building our graph is equation (2.7) which we repeat here:

\[
\hat{h}_{MAP} = \text{argmax}_h \left\{ \sum_i \ln P(v_{di}|h) + \sum_i \ln P(v_{fi}|h) + N_f \sum_{j=1}^{\Lambda(n_j(h) - 1)} \right\} \tag{6.1}
\]

The SLAM problem is the problem of finding the maximum of the sum of three separate types of terms. Let us examine the first type of term. Define \(E_{di}\), the dead-reckoning energy:

\[
E_{di} = - \ln P(v_{di}|h) = - \ln P(v_{di}|x_{r,i-1}, x_{r,i}) = \xi_i k_i \xi_i \tag{6.2}
\]

Here we assume an independent Gaussian model and drop an additive constant. The \(k_i\) are the inverse covariance matrices of the dead reckoning estimates and \(\xi_i = T(x_{r,i}|x_{r,i-1}) - \delta_i\).

Here \(T\) denotes the non-linear transformation to the robot frame at \(x_{r,i-1}\). The term \(\delta_i\) is the estimated motion in the robot frame. We note that the EIF, (and EKF), approach would be to now linearize \(\xi_i\) and absorb all the Jacobian terms into the constant \(k_i\). We will take a different approach, keeping this non-linear expression and introducing a new type of node to store this function, an energy node. The energy node will calculate this non-linear \(E_{di}\) based on the current value of the pose states \(x_{r,i}\) and \(x_{r,i-1}\). These pose states will be stored in state nodes as before in the EIF graph. So instead of constant matrix elements represented by edges between two state nodes we have edges from state nodes to energy nodes. The energy nodes then can represent any general function of the attached states.

We can now look at the last two terms in equation (6.1). They give the energy of the feature measurements,

\[
E_{fi} = - \ln P(v_{fi}|h) - \kappa \Lambda = - \ln P(v_{fi}|x_r, x_f) - \kappa \Lambda \tag{6.4}
\]

where \(\kappa\) is 0 for a new feature or the dimension of the measurement if the measurement is matched to an existing feature. The \(\Lambda\) term gives some preference for using existing features to explain new measurements. Thus if the energy, \(E_{fi} < 0\), the match can be considered to be correct.
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We can now represent equation (6.1) by a graph where the state nodes represent the states, \( x_r \) and \( x_f \). Each term of the sum over measurement likelihoods corresponds to an energy node. The data association hypothesis is represented by edges connecting the state nodes to energy nodes. One can test various combinations of data associations by attaching edges between nodes in the graph.

![Graph representation of SLAM](image)

Figure 6.2: This shows how a graph is built up. The lighter (blue) pose nodes are labeled P, the feature nodes (yellow) F. These are the two types of state nodes. The darker (red) smaller circles are the energy nodes representing measurements. We sometimes focus attention to the subgraph of just pose nodes and the energy nodes connecting them. This subgraph is shown with heavier edges here. The energy nodes between the pose nodes are from dead-reckoning and the ones between feature and pose nodes are from feature measurements.

The total energy is composed of two terms, one is related to the uncertainty in dead-reckoning and another from feature measurements, as in equations 6.4 and 6.2.

\[
E = \sum_i E_{di} + \sum_i E_{fi}. \tag{6.5}
\]

We now want to find the data association \( h_a \) and values for the state nodes, \( \{x_r\} \) and \( \{x_f\} \), that minimizes the total energy.

Nodes and edges can be added immediately when observing a new feature. In the M-Space model, new features will not have an effect on the map, \( E_{fi} = 0 \), until they collect enough information to initialize some of the M-Space dimensions. At such a time all the edges of the feature can be tested again to determine if they lower the energy, \( E_{fi} < 0 \). Thus the measurements are not added in any final way.
but can be removed later. The advantage is here that association can be added or removed at any time, by inserting or deleting arcs from the graph.

We evaluate the feature energies by first defining the innovation function, \( \eta(v, x_o) \), as in equation (4.10). If the \( \eta \) are Gaussian with variance \( C_{\eta\eta} \) and mean 0, then the energy is given by:

\[
E_f = \frac{1}{2} \eta(x_o)^T C^{-1}_{\eta\eta} \cdot \eta(x_o) - \Lambda \kappa,
\]

This is similar to the dead-reckoning energy except for the \( \kappa \) term. Putting this together, we can write the gradient \( G_s \) for the energy with respect to the state \( s \) as:

\[
G_s = \eta^T C^{-1}_{\eta\eta} \left( J_{\eta_o} J_{or} \right) = \eta^T C^{-1}_{\eta\eta} (D_\eta D^o) \tag{6.6}
\]

For the dead reckoning we get a very similar result with the \( B \) matrix equal to the identity and with the robot pose coordinates replacing the feature coordinates. We note that the \( s \) subscript will refer to the state coordinates, which are specifically \( \delta x_r \) and \( \delta x_p \). We can also calculate the Hessian of the energy:

\[
H_{ss} = \left( \frac{J^T_{\delta x_r} J^T_{\eta_o}}{B^T f J^T_{\eta_o} J_{\eta_o} B_f} \right) C^{-1}_{\eta\eta} \left( J_{\eta_o} J_{or} \right) = (D_\eta D^o)^T C_{\eta\eta}^{-1} (D_\eta D^o) \tag{6.7}
\]

These quantities, \( E \), \( H_{ss} \) and \( G_s \), are calculated by the energy nodes based on the state nodes. They are the fundamental quantities of the graphical SLAM method. The Hessian is essentially the information matrix while the gradient sets the expectation value of the state given this data association. That is for the linearized system around the current state. The nonlinear system has many local minima. This is related to the multi-modal probability distribution that underlies the model. One finds that for instance two separate robot paths can be reasonable given the measurements. From then on the distribution will have a mode associated with each of these choices for the path. Later as more measurements are added to the system modes will become more isolated from one another as the later hypothesizes will not be compatible between modes.

We evaluate these terms each time we try to estimate the MAP state. Thus we make no approximations. Unfortunately, we also cannot find a closed form solution. That is why we must relax the graph to approach the minimum energy solution. Fortunately, in many cases, this can be done more quickly than finding the exact solution to the linearized system. For instance for very large systems where we are exploring new areas we can relax the graph locally and our complexity will not depend on the size of the system.
6.2 Graph Relaxation

For the purpose of our explanation we consider a single state node and its attached energy nodes. These energy nodes calculate the non-linear energy function and its derivatives at the current state. We sum the contributions to the gradient and Hessian from each attached energy node and use them to relax the state node:

\[ H_s \Delta x_s = -G_s \]  

(6.9)

We repeat this for all the nodes in some section of the graph starting with the set of state nodes attached to added energy nodes. If we had a quadratic energy this would amount to a Gauss-Seidel iteration for this subset of the full system.

![Figure 6.3: This figure illustrates 6 iterations of the relaxation algorithm. The update set starts containing the newly added energy node shown enclosed in the shaded region. The sub-system is shown by ringing in each of its state nodes. On the next iteration the update set has grown to include those energy nodes with significant change after relaxing the sub-system in the first iteration.](image)

To clarify, the basic graph relaxation, (see figure 6.3), after adding a new connection to an energy node is:

1. Set an update set of energy nodes = the newly added energy node.
2. Form a set of state nodes, sub-system, out of all state nodes attached to an energy node of the update set.
3. Relax the state nodes of the sub-system one at a time, Eq. 6.9.
5. For all energy nodes attached to the sub-system; If the energy change was significant add to the update set.
6. If the update set is not empty goto 2.
   Else done.

For a significant change to an energy node we first require that the magnitude of the energy change be greater than an nominal small amount, 0.01. Most energy nodes will be eliminated by that test. Next we test the ratio of the magnitude of the change in energy to the energy after relaxation. If this relative change is larger than a threshold, (we used 5 percent), we consider the change significant.

This way of organizing the updates requires no extra work in testing for significant change as the quantities tested have already been calculated. The update will terminate quickly if little tension is added to the graph but can also spread quickly though the graph to where relaxation is needed.

In practice one needs to limit the number of times we run through the graph relaxation steps. It is better to relax a little each iteration than to spend too much time relaxing on any single iteration. In this way the cumulative effect will be to drive the system toward the minimum while assuring real-time constraints are met. Also this tend to low pass filter some of the noise from individual measurements. We also check that equation (6.9) actually reduces the energy. If not we reduce the step size until it does.

We have one other method to do relaxation on the graph which takes advantage of the special structure of the graph. The graph is a chain of pose nodes linked together with each pose node attached to some feature nodes. If a stress is added to the graph at one end of this chain, it can be difficult to propagate the stress along the chain. The stress tends to be absorbed mostly at the end of the chain and then become so small that it never distributes itself optimally along the chain.

To solve this we form a sub-system out of just a number of pose nodes going back from the current pose node. This number will vary between 20 to 300 depending on the current feature measurements. This subsystem includes no features. The Hessian, $H$, of the subsystem is block tri-diagonal with 3 x 3 blocks. This system can be solved easily with care given to the numerical stability. We don't solve the block tridiagonal system $Hx = -G$ directly but rather $H'x' = -G'$. Where $H' = P^T HP$, $x = Px'$ and $G' = P^T G$. P is given by,

$$P = \begin{pmatrix} I & 0 & 0 & \ldots \\ I & I & 0 & \ldots \\ I & I & I & \ldots \\ \ldots & \ldots & \ldots & \ldots \end{pmatrix}$$

(6.10)

and $I$ is the block identity matrix. This can be thought of as changing from the global pose variable to incremental ones. We actually are using the difference in the coordinates of the poses which are not the same as the coordinates of the relative poses. For small movements between nodes this is approximately the same. By doing this we make $H'$ strongly block diagonally dominant. This is so because of the form of the dead-reckoning energy term which is always present and is the only contributor to the off-diagonal blocks in the original sub-system. There is 100% fill
produced by $P$ but by being careful to exploit the special structure of the original tridiagonal system the complexity remains linear in the number of nodes in the subsystem. Periodically, say every 25 iterations, we relax the graph in this way. We then relax the features attached to the subsystem. The subsystem used is the tail of the graph to be defined later.

The graph relaxation takes a time that depends on the amount of stress added to the graph. It does not depend on the size of the graph as the calculation remains local. While the robot is exploring new areas the amount of stress added is very small and updates are fast. If the robot turns around and backtracks there can be some stresses that will cause a longer update time. Closing loops can create even more stress and can cause the updates to take more time than one sensing cycle to complete. We therefore maintain a buffer for the input and allow the program to run asynchronously with the data coming in.

6.3 Feature Matching

The basic criteria for feature matching is that the energy should be minimized. The advantage with the graphical method is that the match can be reconsidered at any time. As each new measurement node is added to the graph and after we update the path of the robot, we can remove and then add all the dense information for a feature. This is done so as to have the information added along a continuous and correct robot path. We then try to extend the feature’s p-dim. If this succeeds, (i.e. we can initialize some part of the feature), we will automatically start to use all the measurements that we attached to the feature node. That is to say the measurement nodes will begin to calculate energies using the newly initialized p-dim. At this time we check each measurement node attached to the feature node to determine if the energy is greater than $\Lambda$ times the p-dim. If so we remove the measurement node and its edges from the graph.

For initialized features we check the energy change when adding a new measurement node to the feature. If this change after relaxing the graph is greater than $\Lambda$ times the p-dim we remove the node and its edges and restore the state.

Notice that we can add the features to the graph after the first observation. While the p-dim is 0 the energy returned by these measurement nodes will be identically 0. As soon as the p-dim grows the information stored in these nodes will be used to calculate the energy.

If the feature is never initialized it will eventually be removed from the graph. Periodically the features are checked to see if they can be deleted. A feature can be deleted if it has 0 M-Space dimension and was last observed at a point that is considered too far from the current robot position, a few meters.\footnote{The features are maintained by a manager object, the feature bank, and no other object stores pointers to features, including the feature nodes. They instead store the key associated with the feature and ask the bank for a pointer to the feature as needed. When the feature is deleted it notifies the bank. If any object then asks for the deleted feature it receives a null pointer. The}
Experiments

Figure 6.4: Here is a map made using the exact nonlinear energy for the system. The robot slid sideways at one point which caused the error in closing the loop. We see that the data association problems are now not present.

In figure 6.4 we show a map made using the ideas described so far. We can now see how the data set that the CEKF could not solve is handled by the graphical method. The robot drove autonomously around a building in a counterclockwise sense. There are 7,500 pose nodes along the path and 11,975 feature measurements. The graph updates took 225 seconds total or 30 ms on average. This is not counting

features may be deleted for any number of reasons and the other objects may not be informed. So if a feature node is found to point to a deleted feature it too will be removed from the graph and deleted as will any edges and energy nodes associated with the feature node. The entire list of feature nodes is periodically checked for this situation. Also, if one tries to calculate an energy using a deleted feature the feature node will ask for the feature to calculate its current state. At that point the calculation will fail and the node will be removed.
the feature extraction which is done by a separate module. The time between scans was 200 ms so the average utilization was 15%. This was on a 550 MHz Pentium III processor.

We see that the data association problems that caused problems for the CEKF implementation are no longer a problem. This was true without any special tuning or filtering. The false matches were simply removed as a natural consequence of the energy increase they eventually caused. This eliminated most of the problems that the CEKF implementation had with this data. The map appears to have fewer and smaller errors than the EKF and CEKF maps made with this data shown in figures 5.10 and 5.14.

If we now simply match the correct features from the end and beginning of the loop and relax the graph as described, we will find that only the ends of the path change. The stress is very quickly absorbed and will not propagate around the graph. We found that there are simply too many dimensions in this system to solve it efficiently so in the next section we will simplify the graph to solve the constraints more easily.

6.4 Graph Reduction by Star Nodes

In this section we will show how we can reduce the number of pose nodes while maintaining the local invariances and symmetries. The extent of the approximations will be to assume that the local map’s relative geometry can be approximated linearly.

Refer to figure 6.5. We have selected a set of energy nodes to be combined into a new kind of energy node, a star node. The energy of the star node will be an approximation of the sum of the energies of all the energy nodes in the set. Therefore the energy of the star depends on the states of all the attached state nodes.

If some state node only has edges to one star node, it can be marginalized out of the energy formula for the star node. This is then a simplification of the graph. This step will create a direct coupling between all the remaining state nodes of the star, so that the star Hessian will be totally filled. The stars are sparsely connected to the rest of the graph so that the global Hessian remains sparse.

The energy for the star node is initially the Taylor expansion around $\bar{x}_a$:

$$E = E(\bar{x}_a) + G_s(\bar{x}_a) \cdot \left( \begin{array}{c} \delta x_b \\ \delta x_q \end{array} \right) + \left( \begin{array}{c} \delta x_b^T \\ \delta x_q^T \end{array} \right) H_{ss}(\bar{x}_a) \cdot \left( \begin{array}{c} \delta x_b \\ \delta x_q \end{array} \right)$$

Here we have split the state perturbation vector $\delta x_s$ into $\delta x_b$ and $\delta x_q$. The $x_b$ is a pose node coordinate which is to become the 'base' pose of the star and $\delta x_q$ are the other pose and feature coordinates. We now transform all coordinates to the base frame so that they become $\delta x_q = T(\delta x_q|x_b)$. We can write the following identities:
Figure 6.5: This shows how a graph is reduced. Starting from the basic graph we linearize all the energy nodes (enclosed by the dotted curves) attached to every other pose node into a star. We then eliminate the pose nodes which have only one edge. We then repeat with the pose node between two stars to merge them.

\[
I = \begin{pmatrix} I & 0 \\ -BJ_{of}^{-1}J_{ob} & BJ_{of}^{-1} \end{pmatrix} \begin{pmatrix} I & 0 \\ J_{ob} & J_{of}B \end{pmatrix}
\]

(6.12)

\[
\begin{pmatrix} \delta x_b \\ \delta x_o \end{pmatrix} = \begin{pmatrix} I & 0 \\ J_{ob} & J_{of}B \end{pmatrix} \begin{pmatrix} \delta x_b \\ \delta x_q \end{pmatrix}
\]

(6.13)

\[
G_s \begin{pmatrix} \delta x_b \\ \delta x_q \end{pmatrix} = G_s \begin{pmatrix} I \\ -BJ_{of}^{-1}J_{ob} \end{pmatrix} \begin{pmatrix} 0 \\ BJ_{of}^{-1} \end{pmatrix} \begin{pmatrix} \delta x_b \\ \delta x_o \end{pmatrix}.
\]

(6.14)

The \(B^2\) and \(J_{of}\) matrices in equation (6.14) are block diagonal matrices with blocks for each state node that is connected to the set of energy nodes. The \(J_{ob}\) is a column of blocks. As a result of the invariance of the original energy nodes under transformations of all the state nodes to a new frame, the matrix multiplying \(\delta x_b\) above must vanish identically. Thus we can always find the full \(G_s\) from the \(G_q\) and the symmetry matrices:

\[
G_s = \begin{pmatrix} G_b & G_q \end{pmatrix} = G_q \begin{pmatrix} BJ_{of}^{-1} \\ J_{ob} \end{pmatrix} \begin{pmatrix} B \end{pmatrix}
\]

(6.15)

We define \(Q = BJ_{of}^{-1}\) and \(\tilde{Q} = (J_{ob}, J_{of}B)\). The invariance relation is then written more compactly as:

\footnote{For the pose nodes we can set \(B = I\), the identity matrix, and \(x_f = x_r\).}
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\[ G_s(\bar{x}_s) = \{G_q(\bar{x}_s)Q(\bar{x}_s)\}\tilde{Q}(\bar{x}_s). \]  \hspace{1cm} (6.16)

We see that the \( \tilde{Q} = (J_{ob}, J_{cf} \tilde{B}) = D^o \) where the base frame now acts as a robot or sensor frame for all the measurements. Even those taken from other robot poses. The \( \{G_q(\bar{x}_s)Q(\bar{x}_s)\} = D_oE \) in the same way. So \( q \) derivatives times \( Q \) are relative derivatives.

\[ G_s(\bar{x}_s) = D_oE(\bar{x}_s)D^o. \]  \hspace{1cm} (6.17)

We can now do the same for the Hessian,

\[ H_{ss}(\bar{x}_s) = \tilde{Q}(\bar{x}_s)^T \{Q(\bar{x}_s)^T H_{qq}(\bar{x}_s)Q(\bar{x}_s)\}\tilde{Q}(\bar{x}_s). \]  \hspace{1cm} (6.18)

We now take advantage of our freedom to chose the linearization point. We chose this so that the gradient vanishes. This means that the star node is linearized around the state that gives it the lowest energy.

The \( H_{qq} \) matrix is the Hessian at the linearization point without the rows and columns of the base node. The Hessian might not have full rank as it includes only part of the measurements for those feature nodes attached to it. We want to have an explicitly stable representation so we do a singular value decomposition of \( H_{qq} \).

\[ H_{qq} = \sum_{k=1}^{m} U_k \lambda_k U_k^T \]  \hspace{1cm} (6.19)

Here \( k \) runs over the \( m \) positive eigenvalues \( \lambda \) and \( U_k \) are the eigenvectors. Define the projection into the eigenspace:

\[ \bar{u}_k = U_k^T \bar{Q}(\bar{x}_s), \hspace{0.5cm} u_k = U_k^T Q(x_s), \hspace{0.5cm} \Delta u_k = u_k - \bar{u}_k \]  \hspace{1cm} (6.20)

We can now write the energy for the star node in a compact invariant and stable form,

\[ E = E(u) + \sum_{k=1}^{m} \frac{\lambda_k}{2} (\Delta u_k)^2 \]  \hspace{1cm} (6.21)

We can also calculate the derivatives of the energy around any new state. So for example the gradient at \( x_s \) becomes

\[ G_s(x_s) = \sum_{k=1}^{m} \frac{\Delta u_k(x_s)\lambda_k}{2} U_k^T Q(\bar{x}_s)\tilde{Q}(x_s). \]  \hspace{1cm} (6.22)

The Hessian is

\[ H_{ss}(x_s) = \sum_{k=1}^{m} \tilde{Q}^T(x_s)Q^T(x_s)U_k \frac{\lambda_k}{2} U_k^T Q(\bar{x}_s)\tilde{Q}(x_s) \]  \hspace{1cm} (6.23)
We have not included any term for the derivatives of $\tilde{Q}(x_s)$. There are two motivations for this. First such a term will be a product with $\Delta u_k(x_s)$ and thus be relatively small and zero at the star equilibrium point. Second including such a term will allow the possibility that the Hessian could have negative eigenvalues, something that complicates our graph relaxation. Without it the Hessian is positive semi-definite. Computations with and without including these derivatives have been performed for the empirical evaluation. The differences are too small to warrant the extra work.

The eigenvalues and eigenvectors are saved along with $Q(\bar{x}_s)$ and $\bar{u}_k$. These can then be used to find the energy for any new state.

### 6.5 Star Formation

We now address the problem of how to collect the information into star nodes in a structured way. We will define four sections of the graph in terms of sets of nodes. We want to reduce the number of nodes in the graph by forming stars. At the same time we need to limit the dimensionality of the stars or the calculations needed to form them will be too complex. The difficult step is solving for the eigenvectors.

As we have said we will not form stars until the state nodes are sufficiently mature. In practice this means we maintain a sliding window including the last $N_{\text{tail}}$ pose nodes and try to form stars only beyond this window. The number of nodes we go back, $N_{\text{tail}}$, will vary depending on the context as discussed later. We select a mature pose node and all its attached energy nodes are collected into a star as shown in figure 6.5. We continue selecting pose nodes and combining the energy nodes into stars but we always leave one pose node between each of the stars as in figure 6.5. The stars formed by combining the ordinary energy nodes is referred to as a level 0 star. Two level zero stars can be combined into a level 1 star by eliminating the pose node between them.

We continue in this way combining stars at the same level to form stars of one higher level. We stop when some criteria on the size is reached. That might be the distance between the two poses attached to the star, the dimension of the star or the level of the star.

We now define the four sections of the graph, figure 6.6. One section is the tail, the current robot pose node and all the pose nodes before it back to where we come to a star node. While making the graph the robot appears to be dragging a tail of pose nodes behind it back to this star node. In reality the pose nodes are being created at one end and eliminated by forming stars at the other and are not moving.

Another section is the formation set. It is here that stars are still being built up level by level. The formation set is a simple chain of alternating pose and star nodes.

As stars in the formation set get too large to grow anymore they are moved out into the loop set. It is the loop set that is compared to older sections of the graph.
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Figure 6.6: This figure illustrates the four sections of the graph. No feature nodes are shown for clarity. The tail is the newest section of the graph where no star nodes have yet been formed. The formation set is where the stars are being built up until they become too large to grow any more. They are then moved to the loop set which is matched to the mature nodes to find possible loops in the graph. After searching for loops the stars from the loop set are moved to the mature nodes.

to find potential loops in the robot path. These loops then represent constraints on the graph. Stars are removed from the loop set and put into the forth set, the mature nodes as described later.

As we have said the length of the tail, \( N_{\text{tail}} \), will vary. It depends on the current features being observed. While we are still collecting information for initializing the features attached to a pose node we will not move it from the tail to the formation set. That is so that we can adjust the dense information.

Stars in the loop set and from the mature nodes that share feature nodes can be combined in order to build in the topological constraint in the graph. This should only be done if the features they have in common are sufficient to define the transformation between the base frames.
Figure 6.7: Here is the map made using the star nodes and vision features indoors. The size of the mapped area is about 13 by 15 meters. The robot path starts and ends in the room at the lower left. The raw laser scan data is displayed as a check on the final localization accuracy. By comparing it to the hand made map shown by the lighter (green) lines, one can assert that the final location was accurate to a less than 5 cm.
6.5. STAR FORMATION

Figure 6.8: Here we show the map at two different stages of being made. On the left we see that the tail has been allowed to grow to the entire length of the ceiling line that the robot is about to pass under. At this time that line is still 1D (light blue), orientation only. It has been used to keep the robot oriented in the corridor. When the robot passes under the line it can be fully initialized to 3D (dark blue). As the tail extends to the first observation of this line all of the observations can now be used. To the right we show the situation on a return to the corridor. As the line is now fully initialized there is no need to have the tail long.

Experiments

Figure 6.7 shows a map made using only vision features and the star nodes. Here we see how at some places the stars were formed at points where the robot crossed its previous path. Some of these stars connect the two sections of the path so that they attach more than two pose nodes. In particular we see one star node that has consolidated all the measurements from the paths in the corridor leading from the larger room on the left to the smaller room on the top right corner and back. This lead to the long edge connecting a pose node in the doorway of the smaller room to the star node just outside the larger room between its two doors.

Figure 6.8 illustrates the advantage of varying the length of the tail. Here a line on the ceiling was observed for a rather long distance before the robot was able to triangulate the height of the line. By keeping all the pose nodes from the first observation up to the current time no information was lost. When the line is finally initialized all the energy nodes along the tail can use the full 3D M-Space feature. At that time the tail can be made much shorter as shown on the right.
Figure 6.9: Four Graphical SLAM maps made by from left to right a PeopleBot, Pioneer, PowerBot and a custom built robot. The number of walls in the maps were 155, 219, 192 and 78 respectively. The lighter (green) lines represent the hand made map while the darker (black) lines are the SLAM map. The size of this building is 13 by 39 meters.

We also evaluated the Graphical SLAM implementation on the four data sets taken in our lab with the four different robots. For this test we made no changes to any of the parameters for odometry model or feature initialization and matching from the ones used in the earlier EKF tests (see figure 5.2). The only parameters we picked were the ones particular to the Graphical SLAM algorithm. The resulting maps are shown in figure 6.9.

These data sets were rather well suited to the EKF algorithm as the robot is able to stay well localized the entire time and there are no large loops in the paths. This resulted in no large corrections to the robot pose and thus the linearizations were done reasonably consistently. The graphical SLAM algorithm made good maps as well but had more trouble. The backtracking of these paths caused the tension in the graph to increase. This made relaxation harder. The EKF with its closed form global solution did not suffer from this problem.

In addition the data association here was relatively easy. This meant that the graphical method’s more flexible data association and feature initialization was not a significant advantage here.

A final point was the order of the experiments. We have tuned all the M-Space feature parameters for matching, tracking and initialization of features as well as
Figure 6.10: Here we see the distribution of the differences between the location of the wall centers after matching the maps pairwise. The walls were matched using a simple matching of all walls within 50 cm and 6 degrees. We matched all 6 pairs of maps and cumulated the results in this histogram. 59% of the walls matched. The RMS Error in the perpendicular distance of the wall centers was 11 cm.

The parameters of the odometry models using the EKF program. These then were naturally well tuned to give good results for that implementation. We did not re-tune these parameters for the Graphical SLAM evaluations. We feel that this make the comparison more meaningful than having it depend on a large amount of tuning of parameters. It does favor the EKF implementation somewhat.

The result was that the 4 graphical SLAM maps compared almost as well with one another as the EKF ones did. (compare figures 6.10 and 5.3). The RMS error when matching these 6 pairs of maps was 11.1 cm. This was about 10% worse then the EKF maps. Additionally fewer walls could be matched between these maps(contrast figures 6.11 and 5.4). We were able to match only 59% of the walls here while 72% of the EKF walls could be matched between maps.

This was a good illustration of when the EKF algorithm works very well. It also
Figure 6.11: This illustrates the extent of the matched sections between the two largest maps. The walls of the original two maps are shown dotted while the matched walls are in solid black. Distances are shown in meters.
6.6. SOLVING THE TOPOLOGICAL CONSTRAINTS

is a good illustration of how the M-Space representation allows us to keep most of
the implementation and its parameters the same in order to better compare two
SLAM algorithms. Later we will look at some more challenging situations in which
the Graphical method outperforms the EKF solution.

6.6 Solving the Topological Constraints

Now we return to the problem of closing the loop. We assume here that we have
found a set of features attached to the loop set stars that match other features from
an older section of the graph. This set must be sufficient to define the transforma-
tion between the two sections.

We combine star nodes from the loop set until we have a single star with enough
features matched to the older section to define the transformation. We do the same
for the star nodes in the older section. The result is a pair of star nodes that can
be combined to build the constraint into the graph. However, we do not combine
them yet. We must first adjust them to agree.

The tail is cut off from the rest of the graph. Then we solve the constraint for
an approximate system. Figure 6.12 illustrates the approximate system that we
use. We want to eliminate the off-diagonal terms of the Hessian matrix for the
total energy of the graph. We notice that if the feature nodes that two stars have
in common are instead considered to be different features then the features can all
be marginalized away and the graph simplified to only pose and star nodes. The
Hessian will then be block diagonal with mostly 3 x 3 blocks. This is the system
we solve the constraint equation for.
Having done that we restore the graph to its original feature match hypothesis and fine tune the solution by relaxation. We do that by reattaching the edges one at a time starting with the strongest edges, the ones with the most measurements. The tail is added as a last step, also one node and edge at at time.

It is only now that the pair of star nodes that define the loop can be merged into a single star node. After doing this there will be a cycle in the graph that identifies the loop constraint.

Let us look more closely at the solution of the approximate system. We need to marginalize out the feature nodes from the star node energy. We will show that this amounts to taking $H^{-1}$ for the star and ignoring the feature part. We have the eigenvector decomposition of each star node’s energy so that it is then simply to write down the matrix in question.

The $x_o$ variables of star $j$ were the $x_f$, (and $x_r$), relative to the base pose node of the star, (see equation 6.13). The perturbation in these, $\delta x_o$, was defined relative to the star equilibrium point. Thus $\delta x_o = 0$ implies that $G_j = 0$. We need to define some notation, the Hessian with respect the $x_o$ variables of the $j^{th}$ star and the innovation of the relative coordinates of star $j$:

$$H_j \equiv Q^T H_{qq} Q, \quad q_j \equiv \delta x_o$$  \hspace{1cm} (6.24)

The constraint for all closed loops in the graph can be written as:

$$\sum_{j \in \text{stars}} A_j q_j = c.$$  \hspace{1cm} (6.25)

The $A_j$ matrices and the $c$ vector are found by linearizing the relative transformations around the loops. The $A_j$ have only 0’s in the columns for the feature states in $q_i$. The sum over $j$ includes all the star nodes. We now consider a cost function with this constraint built in by using a Lagrange multiplier, $\gamma$.

$$\sum_{j \in \text{stars}} q_j^T H_j q_j + \gamma (\sum_{j \in \text{stars}} A_j q_j - c).$$  \hspace{1cm} (6.26)

This then gives us these equations that are easily solved:

$$\sum_{j \in \text{stars}} \begin{pmatrix} H_j & A_j^T \\ A_j & 0 \end{pmatrix} \begin{pmatrix} q_j \\ \gamma \end{pmatrix} = \begin{pmatrix} 0 \\ c \end{pmatrix}.$$  \hspace{1cm} (6.27)

$$q_j = -(H_j^{-1} A_j^T) \gamma.$$  \hspace{1cm} (6.28)

$$\gamma = -\left( \sum_{j \in \text{stars}} A_j H_j^{-1} A_j^T \right)^{-1} c.$$  \hspace{1cm} (6.29)

The feature parts of $q_j$ are not needed as the features will be set during the fine tuning step. We notice that $H_j^{-1}$ is multiplied by $A_j$ and so the feature parts of
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$H^{-1}_j$ are not needed. This coarse calculation is very fast. The fine tuning can take a significantly long time, (10's of seconds on a 550 MHz Pentium III). How much time depends on the details of the map and the path the robot took.

The $q_j$ variables are the perturbation of the the relative pose across a star node. The state that this perturbation is relative to is the star equilibrium position. We could alternatively use the relative pose before imposing the new constraint instead of the star equilibrium position. These poses have been relaxed with the full system before our approximation and therefore may give a better starting point for the fine tuning step. We found the best result when we took a weighted average between these two choices. The weight depends on how much of an adjustment is needed to close the loop. If the graph needs only a small adjustment from the current state to close then we give the current state a high weight.

Experiments

In figure 6.13 we show the same map as shown in figure 6.4 now made using the the graph reduction by star nodes [24, 89]. We formed stars up to level 7, (127 pose node reductions per star). The calculation time on average was comparable to an EKF on the same data set. The same loop closing problem as on the other maps of this data appears but now we can close the loop by the method described. The result is shown in the lower half of figure 6.13. We see that the map is substantially improved in the areas that had the most errors and became slightly worse in the upper two corners which were nearly perfect in the upper map.

At this point we have succeeded in solving this difficult data set. The combination of flexible data association, local linearizations and being able to use the topological constraints consistently were the key elements that allowed this.

This was a successful test of our loop closing ideas but here we entered the loop matching constraint in by hand. In the next section we show how this can be detected automatically. There we will look at an even harder data set.

6.7 Finding Loops Automatically

The data association problem when the robot pose error is too large to disambiguate single matches can be solved by considering multiple matches simultaneously [20, 28]. We also will require multiple matches before accepting a loop closing.

The criteria we will use is based on the energy increase from making the match being balanced against a threshold that is based on the same matching term $\Lambda$ as we had in equation (2.5) plus a new term based on considering the likelihood of seeing the features matched to and not seeing the features that we fail to match to.

We prevent the normal data association from trying to match features that are close in metric distance but far in graph distance. The graph distance is here the distance between two features measured along the edges of the graph. This distance is taken along a path that does not pass through any feature nodes. The edges have
Figure 6.13: Here is the map made using the star nodes. After completing the loop we imposed the constraint and fine tuned the graph resulting in the figure on the bottom. The size of this area is about 100 by 100 meters.
a distance that approximates the strength of the edge. It is only the features close to the current pose node in graph distance that are matched to each iteration. This then prevents the program from closing loops incorrectly by matching to features that are only weakly coupled to the current pose. In order to close these loops we look at all the features with edges to the stars of the loop set and try to find multiple matches. We call this set of features the loop features. If we cannot find any loop matches we move the oldest stars from the loop set to the mature nodes. We leave some small number of star nodes in the loop set to be tested again with newer stars the next time the loop closing test is done.

Before we can apply the test we need to eliminate the impossible matches from consideration. The metric information on the features is used for this with a tolerance that grows with graph distance from the loop features.

We form a list of match features for the $i^{th}$ loop feature that are not attached to the tail or loop set. We then remove features from this list by applying a series of tests. The first test for the $j^{th}$ match feature is

$$((x_f - jx_f)^TB_i^TW_{ij}(x_f - jx_f)) < 1$$  \hspace{0.5cm} (6.30)$$

Where $x_f$ are the coordinates of the $i^{th}$ loop feature, $jx_f$ are the coordinates of the corresponding $j^{th}$ match feature and the $B_i$ matrix is evaluated at the current estimate of $x_f$ and $W_{ij}$ is a weight matrix that depends on the graph distance between the two features. This graph distance is approximated by the difference in the distance from the current pose node for the two features. The weight $W$ grows as the graph distance between the features becomes smaller. We used a $W$ that was proportional to the reciprocal of the graph distance. After this step every loop features $i$ has a list of match features $j$ that could be matched to it.

We now form pairs of features from those loop features that have at least one match feature. These pairs are tested to see if they define a transformation, (i.e. for walls: is the angle between the pair of walls large enough). If it is this pair will be the base pair of a set of hypotheses. We have one hypothesis for each distinct match between the pair and the match features. Each of these hypotheses then defines a transformation based on the pair. All the features matched to the loop features are transformed with this transformation. Then each match between loop feature and match feature is tested by applying a threshold to $r_{ij}$:

$$d_{ij} = ((x_f - jx_o)^TB_i^TH_iB_i(x_f - jx_o))$$ \hspace{0.5cm} (6.31)$$

$$r_{ij} = mtrH_i + \frac{Ma_{ij}}{M + a_{ij}trH_i}$$ \hspace{0.5cm} (6.32)$$

Before testing with equation (6.30) we apply a few very broad tests that limit us to features in the general area of the loop set.

We leave out some smaller modification to $B_i$ that are needed to account for different $M$-Spaces of the two features. These are projection and scaling matrices to the common M-Space of the $i$ and $j$ features.
Here $H_i$, $H_j$ are the Hessians of the energy with respect to feature $i$, $j$ respectively and $jx_o = T(jxf)$ is the transformed matched feature coordinate vector. We also have two constants, $M$ is a large constant and $m$ a small one. This is an estimate of the increase in energy caused by matching the two features. The $a_{ij}$ account for the reduction in energy from the relative movement of features $i$ and $j$ after relaxation, while $M$ accounts for the effect of the changes to the rest of the the graph state nodes. The $M$ estimates the coupling of the two features to their local maps. We set $M$ to $10^6$ which corresponds to mm accuracy. We see that $M$ limits the size of $H$ preventing an unreasonably tight test. To avoid a too loose test $m$ is set to 100 (10cm).

The increase in energy from making the match, that the products $r_{ij}d_{ij}$ estimate, is balanced against the gain from matching the features from the $\Lambda$ term of equation (6.6). Considering only these two terms we found that obvious mistaken matches were made as in figure 6.14

Figure 6.14: This illustrates how an obvious mistake can be made by considering the change in energy alone. The solid and dashed lines represent loop features and match features, respectively. We see that the match in the middle has a higher energy than the one on the right. But the middle match is more likely when we consider the unlikeliness of not having seen the long solid line on the return to the area.

Therefore we need to consider the likelihood of not having seen the same feature when the robot was in this area previously. We define $L_h$, a part of the energy of this hypothesis.

$$L_h = - \sum_{i \in \text{matched}} \log(1 - (1 - p_i)^{n_i}) - \sum_{i \in \text{unmatched}} \log(1 - p_i)^{n_i}$$

(6.34)

where $p_i$ is the probability of observing a feature $i$ if we try to and $n_i$ is the number of times we try. Thus $(1-p_i)^{n_i}$ is the probability of not observing it and $1 - (1-p_i)^{n_i}$ of observing it at least once.
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The \( n_i \) is the number of times we tried to 'see' the looped feature from the \textit{match features} part of the graph. The \( n_i \) and \( p_i \) are estimated by maintaining 2 counters for every feature. The first counter is incremented each time the feature should be seen from the current robot pose. The other counter is incremented when the feature is matched to a measurement. \( p_i \) is then the ratio of these and \( n_i \) is the maximum of the first counter over all potential matches \( j \).

Equation (6.34) makes it harder to not match important very visible features compared with not matching hard to see features. Furthermore, it tends to match important features to important features. There are no parameters to set in deciding our thresholds. We simply count. We can now form our cost function by combining all these terms, equation (6.34) and equation (6.31) with equation (6.6)

\[
\text{Cost} = L_h + \sum_{i \in \text{matched}} (r_{ij}d_{ij} - \Lambda(\text{dim})_i)
\]

(6.35)

Where \((\text{dim})_i\) is the dimension of the feature. From this we derive thresholds for individual feature terms to produce the smallest cost. There must also be some minimum number of matches before we accept the loop closure. This simple formula was sufficient for the data sets we worked on.

There are of course situations in which it will fail. Situations where the features near the overlapping region are too sparse and/or do not provide sufficient constraints on the pose to close the loop. There could also be disturbances in the measurements just in these overlapping regions that caused the estimated maps to be different. Another problem is as we have already pointed out that as a result of repetitive patterns in the environment two different areas might look very similar.

Experiments

We again use our ATRV robot equipped with a SICK laser scanner and a 6-axis inertial sensor. Our automatic loop closing was easily able to find the simple loop shown earlier. We then tried a more challenging robot path around and through our building with three loops in it. The walls of the building are now partially hidden from the laser scanner by scaffolding and fencing around the building as there was renovation work being done. This lead to even more sparse feature measurements. In addition, we did not correct for the obvious and significant bias in the inertial and odometry angle estimates, (see figure 3.6). In figure 6.15 we show the first loop closing point. The loop was quite far from being closed but after the constraint is imposed the map is at least topologically correct. We can see that the star node just inside the building now has four pose nodes attached to it. It is this explicit loop in the path that is used to set up the constraint matrices for this and subsequent loop closing calculations as in equation 6.25.

In figure 6.16 we show the robot closing the second loop. Now the map is becoming fairly close to the hand made map shown by the dotted lines. When the second loop was discovered the first loop had been built into the graph by forming a star node with edges to 4 pose nodes. This first constraint is included in the
constraint equation having been found by looking for cycles in the graph. The two loop constraints are solved simultaneously. As the adjustment needed to close the new loop is much smaller than it was after discovering the first loop, a higher weight is given to the current robot path relative to the star equilibrium path when setting the coarse adjustment. This helps to speed up the fine tuning step.

In figure 6.17 we show the robot closing the third loop. Here there is a slight problem as the two map sections do not completely fit together. There was apparently some errors when passing through the outer door that cause the part of the map inside the building to not line up with the parts outside. Thus the match was made for the inside walls but some of the outside walls could not be consistently matched up. This shows that closing loops with relatively sparse features is problematic. We needed the features inside before we could be sure of the match but they were too weakly coupled to the features outside to get a match spanning both areas. Nevertheless the map is reasonable and the robot returns to its parking place in the lab room correctly as shown in figure 6.18. Here we forced a final global update to remove extra tension from the map.

One final evaluation of the automatic loop detection and correction using Graphical SLAM was made on the KTH campus. The robot took 58 minutes to travel the path. A large map containing 667 walls was made of an area 170 by 260 meters. The task of SLAM was made more difficult by the fact that the SICK laser scanner was blinded by the sun at several points and required rebooting. While this was happening the robot was being driven by hand. The result is several stretches of 2-3 meters with no laser data at all. Three loops were detected automatically. The first loop was closed in an open courtyard about 40 m square, figure 6.19.

In figures 6.20 through 6.23 we show how 2 more loops were automatically detected and closed by the algorithm. Unfortunately the final loop from the start section to the finish section was not detected. This was because the stars needed to close the loop were still part of the formation set at the termination of the experiment. They had not yet been moved into the loop set.

In figures 6.24 through 6.27 we show a second experiment on the same data with different parameters. The differences are shown in table 6.1. The differences can be summarized by saying we were more selective in which walls to initialize, the tail was shortened and the stars somewhat larger. The maps were improved by this but the main error around the entire path, while smaller, is still present. This error might be corrected if the final loop were detected. As we said above automatic detection for that loop is not done as the region of overlap was not sufficiently mature when the program terminated. The overall better result from the second test is most likely due to using fewer more selective features. This confirms a rule of thumb in SLAM that a few good features are better than many features of mixed quality.

Both tests produced good results and confirm that the algorithm can correctly detect and impose loop constraints. We need to point out that on the campus data the loop detection began to take significant time in those places where there were many combinations to check. Also the fine tuning around the loops was more time
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Figure 6.15: The 1st loop closing, just prior, top and after, bottom. The loop closing is done on a section of the graph with enough mature features to make multiple matches possible. The match is made between features near the bottom left corner both indoor and outdoor walls.
Figure 6.16: The 2nd loop closing, just prior, top and after, bottom. The outdoor section in the bottom right corner of the building is used to set the constraint.
Figure 6.17: The 3\textsuperscript{rd} loop closing, just prior, top and after, bottom. Here the constraint involves the same section of the map as the first constraint.
Figure 6.18: The final map with the robot parked back in its lab.
Figure 6.19: This is a test of our automatic loop closing using our ATRV robot on the KTH campus. Here the robot is leaving a courtyard and the loop around the courtyard has some errors in it. This can be seen by the duplication of walls near the entry/exit point from the courtyard in the top figure. In the bottom figure the robot has recognized this loop and added a constraint to the graph. One can see a star has been formed with four connected pose nodes. This star builds the constraint into the pose only subsystem.
Figure 6.20: Here the robot is near the center of the map and has completed a loop around the large building in the bottom part of the figure. The loop has errors as shown by the duplication of walls.
Figure 6.21: Here the loop from figure 6.20 has been automatically detected and corrected. Now there are two loop constraints on the graph. Notice that there is a large error on the lower right as the robot was not able to close the central loop as there was insufficient overlap with the previous path.
Figure 6.22: Here the robot is again back near where it started its path, to the right center. A third loop has been detected in the area between the two buildings. The loop between the start and end of the path has not been detected here. That loop has not been looked for yet as the end section of the overlap is not yet considered mature enough.
Figure 6.23: Here the loop from figure 6.22 has been automatically detected and corrected. Now there are three loop constraints on the graph.
Figure 6.24: By varying some of the parameters, (see table 6.1), we were able to run through the data again producing a somewhat better map just prior to closing the second loop.

- consuming on this large data set. The loop closing would need to be implemented as a separate process running on a different computer for real time operation.
Figure 6.25: Here the loop from figure 6.24 has been automatically detected and corrected. Now there are two loop constraints on the graph.
Figure 6.26: This shows the map from Figure 6.25 shown from a different angle.
Figure 6.27: This shows the final map from for test 2 (see table 6.1). This can be compared to test 1, figure 6.23.
Table 6.1: We show the differences between the parameters of the Graphical SLAM with automatic loop detection between the two trials on the campus data. The $\Lambda$ parameter is the feature matching parameter as in equation 6.4. The wall initialization refers to the thresholds for extending the M-Space dimension of walls from 0 to 2 dimensions. There is a threshold on the length and number of scan points. The minimum tail length is the part of the graph that will be always left with the exact calculation of measurement energies. The automatic loop detection has only one parameter which is the minimum number of matches required to match two sections.
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Summary and Discussion

The problem of simultaneous localization and mapping (SLAM) is fundamentally a challenge in estimation, however there are several different issues that must be considered in the design of real systems.

- Consistent integration of data that are not fully observable.
- Data fusion in the presence of noisy data-associations.
- Maintenance of a consistent map in the presence of non-linearities in the measurement models.
- Methods that enable introduction of topological constraints, (such as loops) into a map and the corresponding map update.
- Handling of computational complexity to ensure real-time operation.

Summary

The first issue is one of observability. The individual measurements used to build up the map can have symmetries from dimensions of the features not measured. These symmetries should be explicitly maintained in order to maintain better consistency in the map estimates.

The M-Space feature representation has the advantage of being able to partially initialize the feature dimensions. This allows us to use the information from partially observed features. We can also share feature coordinates between two features so two walls can both share the same point for a common corner.

Several excellent methods for SLAM are based on the Extended Kalman Filter (EKF). These include the Compressed Extended Kalman Filter which we have implemented to study its strengths and weaknesses. The strengths include the relatively simplicity of the algorithm and the improved, (over the standard EKF), computational complexity. The main weaknesses are the gradual loss of consistency due to the linearizations and the related problem of imposing of topological
constraints. It also suffers from the early commitment to data associations and the need to quickly initialize the features.

We formulate the estimation problem as an energy optimization problem where the energy function reflects the structure of the information being gathered by taking measurements from robot poses along a path. This structure leads us to a graphical representation of the energy. The graph structure is given by the connections between poses along the path of the robot. This tends to form a sparse structure. The sparseness can lead to constant time updates of the map if exploited. The sparseness is destroyed if one chooses to marginalize out all robot poses except the current pose. By instead allowing a few poses to remain we maintain sparseness while simplifying the graph.

By making changes to the connections of edges in our graph we can merge features or change data associations easily at any time. We can turn off certain edges in order to simplify calculations and then turn them back on to fine tune the map. We can wait to initialize feature dimensions as long as we like. When we decide to do the initialization, we still can use the very first piece of information. This kind of flexibility is a great advantage of the graphical method.

The M-Space allows us to factorize the energy of our graph into a part that is a result of the symmetries, translational and rotational invariances and a part that encapsulates the information actually measured. By maintaining this explicate factorization we eliminate many of the problems of linearization and numerical computation errors.

The consistency of the map will deteriorate as a result of linearization errors. We can minimize this problem by re-linearizing the less mature measurements each time they are used for updates and linearizing in a local frame when we finally do permanent linearizations. This local frame is the base frame of our star nodes.

The relaxation of the graph will take a time that is independent of the size of the graph. This is true since the calculation propagates only to the parts of the graph that have significant stresses. Far from the nodes being added to the graph the effect of the new nodes will be small since the stress will be small.

The graphical relaxation works very well when the robot is exploring new areas. Then the stress of new nodes being added is small and easy to relax. When going back to areas previously visited the stress will necessarily be greater and harder to relax. If the robot is continuously driven back and forth over the mapped area the graph can become intertwined and relaxation can become difficult. If there is any bias in the sensors it will worsen this effect.

When closing loops the graph can be used to form a simple system which can be used to approximate the full system. This approximation takes account of the constraint of common features for pose nodes that have a common star, but not those separated by more than one star node. This approximation is very close to the true system if such constraints are not very important. Here again having an intertwined graph can make the approximation less good. If the constraints implied by common features between stars are enough to define a transformation the stars can be merged. This then builds in the constraint in the approximate system and
will help maintain the quality of the approximation. If this is not possible poor results can occur when using the approximation.

Using the graph approximation we can impose multiple constraints on the graph with little calculation. These constraints all correspond to cycles in the graph when traversing it through pose and star nodes only. Each independent cycle gives one loop constraint.

Having solved the approximate system the exact system is then used to fine tune the map. It is this fine tuning that is time consuming. If the coarse adjustment was not good the system will end up in one of the many local minima. Also the time for the fine tuning is strongly dependent on the quality of the coarse adjustment.

The distance along the graph can be used as a measure of the correlation between state nodes. We therefore do not try to match individual features that are far in graph distance from our current pose node. This is how we avoid false matches. As we can later move these measurements to any other state nodes, we can fix this matching later by considering larger sets of matched features.

Two sections of the map close in metric distance and far in graph distance can be matched using an energy criteria. A key element of this criteria is the consideration of the likelihood of not seeing features in one section that we saw in the first section. Thus the match criteria depends on both the matched features and the unmatched features.

A nice feature of our loop closure criteria is that it depended on no new parameters. One simply has to count the number of matches to features and the number of iterations that the feature was visible and could have been observed by the sensor.

Discussion

We have shown a flexible way to make data associations that allows one to reconsider the decisions made in light of subsequent information. This goes a long way towards eliminating the problems of incorrect data associations.

The unwanted effects of linearization are generally the result of having done the linearizations around many different states. In EKF SLAM the linearizations are done around the best current state and then never recalculated. By re-linearizing all the currently relevant measurements continuously we can eliminate these effects. Furthermore we have shown that many measurements can be combined without approximating the most important non-linearities by using the star nodes. Thus we can significantly reduce the amount of calculation for the re-linearization.

The star nodes have also lead us to a strategy for handling topological constraints in SLAM. We can simplify our representation by simply ignoring the features attached to the star nodes. This becomes a reasonably good approximation to the true system and can be used to quickly adjust the position of the stars to solve the topological constraint. Then we can include the features again to fine tune the solution.

Some methods are probably consistent and convergent for linear Gaussian systems. For the general non-linear system no algorithm can be sure to avoid the
local minima of the SLAM problem. Therefore, discussions of convergence and consistency must be taken with a grain of salt.

We can say that the graph energy can be used to form correct relative inferences about states of the system. By this we mean we can say things like map 1 is three times more probable than map 2. Furthermore, since we have been very careful to minimize all approximations we are confident that we can make such statements with greater accuracy than for example the EKF, EIF or other methods that linearize in the global frame.

The issue of the local minima is both a problem and an advantage for our method. We accurately model most of these local minima. As a result we get stuck in them. Sub-map methods that do not try to impose global consistency between the features in different sub-maps have less of this structure in the model and thus have less problems. One can expect that the inferences made using these models are less accurate than using our model. On the other hand the local maps of these other models are individually more accurate locally than ours.

We found that in those cases that the EKF works well, it is very hard to beat in terms of producing nice maps easily. It is the hard situations that other methods become interesting.

The computational complexity of our method does not depend on the size of the map but does depend on the path of the robot. Paths that mostly are single passes through long sections of the environment with a few intersections and crossing points work very well. Paths with lots of backtracking and multiple paths through the same areas tend to more tension in the graph and are harder to relax.

We have evaluated our method on several different platforms.
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Ideas for Future Work

While the present work has addressed many of the fundamental problems in SLAM, there are still many problems that could be addressed in future work. Some of them are outlined below.

Idea 1: Star Multi-grid

In the course of the present work we found that the limitation on the size of the star nodes sometimes prevented simplifying the graph. It also made working with very dense features, (seeing more than 12 features in one 'local area'), impossible. Thus it would be nice if we could make the complexity of forming very large stars manageable in real-time. The main limiting step is the eigenvalue problem, equation 6.19.

The other benefit might be a more efficient large scale (or global) update. The current approach of relaxing locally works well sometimes but not always. Particularly when the graph often crosses back over itself and contains many medium to large scale constraints, the graph can become difficult to relax.

We might investigate eliminating the eigenvalue problem from the procedure for making a star node. In that case, one could make very large star nodes. Even as large as the whole graph. This would then be essentially an Extended Information Filter.

By saving the the energy nodes that were combined into each star we could imagine being able to go back and forth between different levels of stars. So that the star for the whole graph, (except for the tail), would be the coarsest level. We could open that star up and go down to any finer level we wanted and relax there. We would then re-linearize and merge into the coarser stars again. This might be a way to do multi-grid like relaxation that is based on the SLAM problem structure rather than forcing the SLAM problem into a multi-grid format designed for finite element problems.
Idea 2: Free Stars

The main difficulty with the graphical method is trying to relax the graph in the situation of multiple passes through the same area. As the graph becomes intertwined it becomes harder to avoid local minima. One way to avoid problems with the intertwined graphs is to let the features seen from different stars be considered to be different features permanently. Thus we have several representation of the same physical landmark. This is the approach taken in some other sub-map methods. The graph updates would always be very quick. Even loop closing will be possible in real time.

The duplication of features is a problem only when presenting the map to other agents that want to use the map. We are primarily interested in the map for localization and thus care less about this duplication.

An improvement of this separated star node idea is to let the star base nodes be nodes in a second layer graph. Where the energy nodes in that graph are set by somehow gathering the effects of all the features that really are the same between two star nodes. So that we would have a sort of special pose node only graph. One would set the pose nodes by relaxing this second graph and then the features of each star would simply move to the position given by the new pose nodes attached to their star. In this way the feature locations would be indirectly pushed toward being consistent with the matching feature locations of other stars. This is similar to the Atlas framework [20].

Idea 3: Sensor Grids

Another possibility is making SLAM graphs with more than one robot. This introduces a new type of energy node connecting two robots. With such a team SLAM approach it is possible to make maps or just stay localized with fewer or no environmental features at all. This is because the robots themselves can act as movable features for one another. With such a scheme a team of robots with relatively poor sensors could by working together to make good maps or just not get lost.

There is something natural about using the graphical method for networks of sensors whether on mobile robots or stationary. In the future we will begin to have sensor networks throughout our environment and the issues around understanding the information these networks provide is going to be an important research area.

Idea 4: Model Non-White and Non-Gaussian Noise

Another idea is to use a graph to represent time correlated errors such as those from GPS. The GPS sensor gives a triangulation fix on the robot based on the time of flight estimates of signals from orbiting satellites. These estimates are typically accurate to tens of meters. By using corrections available via a FM radio signal one can get better than 1 meter accuracy. The main problems with GPS are that the errors are not Gaussian and are in fact time correlated [90, 91].
Typically, one observes the GPS pose as continuous for a time and then a large jump of up to tens of meters followed by continuous readings. The reason is satellites coming in and out of view, reflections of the signals and multiple paths for the signals. This type of data is incompatible to most of the SLAM estimation techniques. One proposed solution is given in [91].

These types of errors could be modeled in a graph by having the GPS measurements be measurements of a GPS feature. The GPS feature has an edge to a non-Gaussian energy node that models the probability distribution of the GPS system in the absence of changes to the satellite reception. The other edges go to Gaussian energy nodes connected to the robot pose nodes where GPS readings were received. Thus the location of the GPS feature will be estimated by relaxation. When a jump occurs a new GPS feature will be initialized. The new GPS feature might be using different satellites or have some other multi-path problems than the previous GPS feature. This could be a way to deal with these wonderful but difficult GPS measurements.
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Conclusions

We have addressed some of the practical issues for implementing SLAM. These issues are:

- observability of the model,
- the data associations,
- the handling of non-linearities with regard to final consistency,
- the enforcing of topological constraints on the map,
- and the real-time computational issues of complexity.

The observability of the features is allowed to change in our M-Space representation. This observability is an explicit and generic part of the representation. By using the M-Space we have a formalism that allows the generic handling of both this observability issue and the centrally important coordinate transformations. We are then able to formulate algorithms that automatically account for these potentially troublesome issues.

The approach we advocate for data association is to increase the flexibility in making associations. Thus, one can both wait longer to make the association and then at any time remove the association if subsequent information contradicts the earlier decision. We do this in our graphical framework by simply moving or removing edges from a graph.

The problems encountered with linearization are mostly due to not knowing the true underlying state of the system. If that were known one could safely linearize about that state. Instead, the best one can do is linearize around the current best estimate of that state. As a result of the changes to that best estimate many methods for SLAM develop inconsistencies for larger maps.

With our graphical method the linearizations are also done around the best estimate of the state but we also recalculate the previous linearizations as needed to assure that all linearization is done around the same, best estimate of the state. We
have developed a way to combine measurements together without fully linearizing them, so that the important non-linearities are still calculated exactly.

We have shown how our graphical SLAM method can be used to both discover and solve multiple topological constraints on the map. We have done extensive tests with real data to confirm the validity of our approach. Our experience with these tests was that the search for and imposition of the topological constraints added about 10 to 20% overhead to the SLAM program. This depends on how often loops are formed. This overhead comes at the time the robot returns to a previously explored region. The criteria we use for loop detection proved to be very effective and should be generally useful for closing loops even for other SLAM approaches. It seems to be important to consider the chance of not seeing features as well as measuring the similarity of the matched features.

While the robot is exploring new areas SLAM is done quite quickly and the calculation time is independent of map size. For small maps the time and quality is comparable to our EKF implementation. For medium size maps the quality of the EKF solution is seen to be inferior to the graphical SLAM one. Most likely a result of the linearizations. The more complete use of early feature measurements, (before feature initialization) is another possible reason.

One expects that this method will be substantially faster and produce better maps than an EKF for really large data sets. This is due to the better treatment of non-linearities and the fact that the updates are all local until global constraints are imposed.
Part IV

Appendices
Appendix A

Notation

We often signify blocks of a larger matrix by giving the subscripts of a set of row/columns. So $J_{of}$ would be a block of the Jacobian of $x_o(x_b, x_f)$ corresponding to the feature coordinates.

Subscripts:
- $r$ is the robot pose which can include parts to go from the center of the robot to the sensor frame,
- $f$ is the feature parameters,
- $p$ is the measured subspace perturbations,
- $s$ is the state,
- $b$ is the base or reference pose of a star node,
- $q$ is the rest of a star node coordinates other than the base,
- $o$ is a feature point or robot pose relative to a robot pose,
- $d$ is dead-reckoning.

Vectors:
- $x$ is a coordinate vector,
- $v$ is some measurement,
- $U_k$ is an eigenvectors of $H_{qq}$,
- $\lambda_k$ is a eigenvalue of $H_{qq}$,
- $\eta(v, x_o)$ is the innovation function,
- $u_k$ is $U_k^TQx_o$,
- $\bar{x}$ is a linearization point,
\( \bar{u}_k \) is \( U^T Q \bar{x}_o \).

Matrices:

- \( H \) is the Hessian matrix of the Energy,
- \( G \) is the gradient vector,
- \( J \) is a Jacobian matrix,
- \( B \) is the symmetry matrix,
- \( \tilde{B} \) is the dual symmetry matrix,
- \( C \) is a covariance matrix,
- \( I \) is an identity matrix,
- \( Q \) is \( BJ_{of}^{-1} \),
- \( \tilde{Q} \) is \( (J_{ob}, J_{of} \tilde{B}) \).

Other Quantities:

- \( E \) is the Energy,
- \( h_o \) is the data association between measurements and features,
- \( h \) is \( (\{x_r\}, \{x_f\}, h_a) \),
- \( \Lambda \) is the match parameter,
- \( N_f \) is the number of features,
- \( n_{ij} \) are the number of measurements of feature \( j \),
- \( R \) is a rotation matrix, (either 2 or 3 dimensions),
- \( \theta \) is the rotation angle around the \( z \) axis,
- \( D^o \) is \( \{J_{or}, J_{of} \tilde{B}\} \) which projects the incremental changes to some relative base frame.
- \( D_o \) the relative derivative, equal to \( \frac{\partial}{\partial \bar{x}_o} \). This is the derivative with respect to coordinates in some relative base frame. \( D_o = \frac{\partial}{\partial \bar{x}_q} BJ_{of}^{-1} \) where \( q \) and \( f \) include the entire state except the base pose.

Definitions

- ATLAS Framework. A sub-map graph method for SLAM [20].
- Compressed Extended Kalman Filter, CEKF. An optimization of the calculation of the EKF where high frequency local updates and low frequency global updates are done [19].
- Data Association. The match between measurements and the elements of the model that gave rise to them.

- Dead-reckoning. An estimate of the robot pose from adding up the small changes from the incremental estimates of the motion.

- Dense Information. The raw data used by the feature prior to initialization to estimate its parameters.

- Energy Node. A node that can calculate an energy and its derivatives based on the value of the state for all attached state nodes.

- Extended Kalman Filter, EKF. This is a general estimation method which when applied to the SLAM problem becomes an iterative method that relies on first linearizing the measurements and the using a Kalman filter to estimate the state.

- Expectation Maximization, EM. A two phase SLAM method that searches the space of all hypotheses.

- FastSLAM. A method of doing SLAM where possible paths are particles in a particle filter [45, 46, 43, 47, 48, 49].

- Features. Geometric landmarks designed to provide localization information on the robot pose.

- Feature Node. A state node that represents a feature.

- Formation Set. A set of star nodes that are being combined pair wise to form larger stars.

- Inconsistent SLAM. A SLAM method that produces incorrect error estimates for the state.

- Innovation. A function of the measurement and state that has expectation value of zero and often assumed to have white Gaussian noise from the measurement uncertainty.

- Loop Set. The set of star nodes that is being checked to see if it matches older regions of the graph in order to close loops.

- Loop Features. The set of feature nodes with edges to star nodes in the Loop Set.

- Mature Nodes. The Stars that are older than the loop set stars.

- Maximum A Posteriori, MAP, Hypothesis. The most probable hypothesis given the measurement data.
• Maximum Likelihood Hypothesis. The hypothesis that produces the highest probability for the measurement data.

• Measurement Space, M-Space. The measured part of the parameter space of the feature.

• P-dimension, P-dim. The dimension of the M-Space.

• Pose. The position and orientation.

• Pose Node. A state node that represents a pose the robot had while taking measurements.

• Simultaneous Localization and Mapping, SLAM. The problem of having a robot make a map of an area while using the map to localize itself.

• Sparse Extended Information Filter, SEIF. A method of doing SLAM using the inverse of the covariance matrix or Information matrix. By doing a sparsification step on this matrix constant time SLAM can be achieved.

• State Node. A node of the graph that contains the state information on some element of the model. Examples are pose nodes and feature nodes.

• Star Node. An energy node that is formed by combining multiple measurements linearized in a local frame.

• Tail. A section of the graph consisting of the pose nodes from the current robot pose node back to the formation set.
Appendix B

Robots

Here we briefly describe some of the robot used in the experiments.

Pioneer

![Pioneer Robot](image)

Figure B.1: Here is our ActivMedia Pioneer Robot. Goofy.

In Figure B.1 we show our ActivMedia Pioneer robot named Goofy. This robot is designed as a research robot for indoor environments. For detection of objects in the environment it is equipped with a SICK LMS Laser scanner and a set of sonar range sensors. It also has an QuickCam camera mounted pointing upwards. It has a wide-angle lens, 283 pixel focal length for 320x240 images. This camera is used
in one of our experiments. We observed significant vibration of the camera when mounted as shown.

ATRV

Figure B.2: Here is our ATRV Robot, Pluto.

In Figure B.2 we show our iRobot ATRV robot named Pluto. This robot is designed for outdoor use on roads and easier terrain. For detection of objects in the environment it is equipped with a SICK LMS 291 Laser scanner (range 82 m) and a set of 12 sonar range sensors, (range 8 m). It also has an Axis Network Camera. The laser and camera are mounted on a pan tilt device. The robot has an IMU unit, (Crossbow DMU-FOG) and a GPS unit to help with motion and location estimation.
PowerBot
In Figure B.3 we show our ActivMedia PowerBot robot named Dumbo. This robot is designed as a research robot for indoor environments. For detection of objects in the environment it is equipped with a SICK LMS Laser scanner and a set of sonar range sensors. It also has an web camera and an arm. It is primarily used for experiments in active perception.

PeopleBot
In Figure B.4 we show our ActivMedia PeopleBot robot named Minnie. This robot is designed as a research robot for indoor environments. For detection of objects in the environment it is equipped with a SICK LMS Laser scanner and two sets of sonar range sensors. It also has an web camera mounted on a pan-tilt device. It is primarily used for experiments on robot-human interaction.
Figure B.4: Here is our ActivMedia PeopleBot Robot, Minnie.
Appendix C

Details of Hough Line Extraction

The SICK Laser scanner gives range data in a 180 degree arc in a 2D plane. These ranges are spaced either 1 or 1/2 degree apart. We need to extract straight lines from this raw data. For this we use the range weighted Hough transform. The details of this algorithm are given here. The other parts of the line extraction were explained in the section 4.1.

Figure C.1 illustrates the basic idea of the two stage range weighted Hough Transform. Each scan point fills cells in a coarse accumulator with a weight equal to its range value. The cells filled are those for which the point is consistent with the cells $\rho$ and $\gamma$, the perpendicular distance of the line from the origin and the angle of the line normal with the x-axis. The coarse grid has cells 8 degrees per cell and a total of 32 $\rho$ levels, a 32 x 45 grid.

The fine grid is only 8 x 8 which is a 1 degree and 1/256 of the maximum $\rho$ is the fine resolution. The resulting set of points is tested to remove points that are far from the fit line. Finally if the remaining points pass tests on continuity, length and number of points, we remove these points from the accumulator and repeat the process until no new lines are found.
Two Stage Range Weighted Hough Transform

Figure C.1: The first accumulator has a coarse grid of $\rho$ and $\gamma$. The maximum cell’s contents is used to fill a finer grid accumulator. A preliminary fit is done to a line. After removing outlying points far off the fit line, a final fit is done adjusting the points for finite beam width. The final set of scan ranges are removed from the accumulators and a new maximum is found.
Appendix D

Transformation Rules

A feature coordinate is $x_f$ and a feature in the sensor frame is $x_o = T(x_f | x_r)$. We can write the transformation rules:

\[
\begin{align*}
    x^3_o &= R^3D (x^3_f - x_r), \\
    x^2_o &= R^2D (x^2_f - x_r), \\
    x^S_o &= x^S_f,
\end{align*}
\]  

where $R$ is the rotation matrix from the map frame to the sensor frame.

We define the 2-D points as having an $x$ and $y$ but extending to plus/minus infinity in the $z$ direction. This then implies that the rotation of a 2-D point to a general frame will produce a line in the new frame that will not in general be vertical. We resolve this by taking the $z$ of the transformed point to be the same as it was in the original frame. This may sound strange, but it is what is needed for the important case of a wall or vertical pole being observed by a 2D laser scanner. If the sensor is rotated it will still see a line on the wall but the end points might be at different heights. $R^{2D}$ can then be written terms of the Euler angles $\theta$, $\phi$ and $\psi$ as,

\[
R^{2D} = \begin{pmatrix}
    \frac{\cos \theta + \sin \theta \sin \phi \tan \psi}{\cos \phi} & \frac{\sin \theta - \cos \theta \sin \phi \tan \psi}{\cos \phi} \\
    \frac{\cos \theta \sin \phi}{\cos \psi} & \frac{\cos \phi}{\cos \psi}
\end{pmatrix}
\]

For the 3D rotations we get the normal rotation matrix,

\[
R^{3D} = \begin{pmatrix}
    \cos \theta \cos \phi & \sin \theta \cos \phi & -\sin \phi \\
    -\sin \theta \cos \psi + \cos \theta \sin \phi \sin \psi & \cos \theta \cos \psi + \sin \theta \sin \phi \sin \psi & \cos \phi \sin \psi \\
    \sin \theta \sin \psi + \cos \theta \sin \phi \cos \psi & -\cos \theta \sin \psi + \sin \theta \sin \phi \cos \psi & \cos \phi \cos \psi
\end{pmatrix}
\]

The Jacobians are given by differentiating (D.1), (D.2) and (D.3),

\[
J_{or} = \frac{\partial x_o}{\partial x_r}
\]
So a robot pose might consider the variable part of the map to sensor transformation to be just $x_r = (x, y, \theta)^T$. Then $J_{or}$ would only contain columns for these. However the robot pose could also include the pitch, roll, height or sensor offset pose from the robot center point.

\[ J_{of} = \frac{\partial x_o}{\partial x_f} \]  

(D.5)
Appendix E

Test of Sufficiency

We need to test if a subset of features $i \cdot x_f$ are sufficient to fully define a transformation based on minimizing equation (6.35) to the matched $j$ features. We start with the identity transformation with $x_r = 0$ as our linearization point. $j \cdot x_o = T(j \cdot x_f | x_r)$. To find the correction we would need to solve:

$$\sum_{i \in \text{matched}} r_{ij} J^T_{or} B^T_i H_i B_i (i \cdot x_f - j \cdot x_o - J_{or} \delta x_r + ) = 0. \quad (E.1)$$

where the sum is over the subset of loop features that are matched. The $r_{ij}$ are the weights from equation 6.32. So if the matrix multiplying $\delta x_r$ is rank 3 the subset is sufficient.

Notice that here the transformation is applied to $j \cdot x_f$. When we actually close the loop we apply the inverse transform to $i \cdot x_f$. It is the need for the Hessian, $H_i$, that makes it easier to transform $j \cdot x_f$ in estimating the transform. We solve this iteratively re-linearizing each time until the adjustment to the transformation becomes small.
Appendix F

Graph Distances

We use a distance measure for an edge based on the Hessian of the edge’s energy node. We consider the sub-matrix of the energy node’s Hessian that correspond to the edge’s state node. We calculate the eigenvalues and average the reciprocals of the non-zero eigenvalues. This is then the distance measure for the edge.

\[ d_{AC} = \text{mean} \left( \frac{1}{\lambda_i} \right) \]  \hspace{1cm} (F.1)

where \( \lambda_i \) are the eigenvalues of \( H_{AA} \). Where the energy of the star node is expanded about the linearization point by:

\[ E_C = \bar{E} + G_A \delta x_A + G_B \delta x_B + \frac{1}{2} \delta x_A^T H_{AA} \delta x_A + \cdots \]  \hspace{1cm} (F.2)

When doing the graph search we do not search paths that pass through feature nodes as the features normally are not sufficient to define the transformation. Thus the paths pass through pose nodes and star nodes along the pose-star and star-star edges. The feature distances are then found by following all the feature’s edges to a pose or star node and taking the lowest distance.
The search is repeated each time a loop closing is search for, which happens at a relatively low frequency. During the time between such searches the distances are approximated locally as we add edges to the graph.
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