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Abstract

This thesis concerns the analysis and numerical simulafi@rave propagation problems
described by systems of linear hyperbolic partial diff¢is@requations.

A major challenge in wave propagation problems is numestalulation of high fre-
guency waves. When the wavelength is very small compareoetoverall size of the com-
putational domain, we encounter a multiscale problem. Easinclude the forward and the
inverse seismic wave propagation, radiation and scagtgrinoblems in computational elec-
tromagnetics and underwater acoustics. In direct numesigaulations, the accuracy of the
approximate solution is determined by the number of griach{zoor elements per wavelength.
The computational cost to maintain constant accuracy gedgebraically with the frequency,
and for sufficiently high frequency, direct numerical siatidns are no longer feasible. Other
numerical methods are therefore needed. Asymptotic mstliodinstance, are good approx-
imations for very high frequency waves. They are based ostoacting asymptotic expan-
sions of the solution. The accuracy increases with incngasequency for a fixed computa-
tional cost. Most asymptotic techniques rely on geomdtdpéics equations with frequency
independent unknowns. There are however two deficiencileigeometrical optics solution.
First, it does not include diffraction effects. Secondiyrieaks down at caustics. Geometrical
theory of diffraction provides a technique for adding difftion effects to the geometrical op-
tics approximation by introducing diffracted rays. In pep& and 2 we present a numerical
algorithm for computing an important type of diffracted saghown as creeping rays. Another
asymptotic model which is valid also at caustics is based amns&ian beams. In papers 3 and
4, we present an error analysis of Gaussian beams apprasimaetd develop a new numerical
algorithm for computing Gaussian beams, respectively.

Another challenge in computation of wave propagation mwid arises when the system
of equations consists of second order hyperbolic equativadving mixed space-time deriv-
atives. Examples include the harmonic formulation of Eirss equations and wave equations
governing elasticity and acoustics. The classic compratitreatment of such second order
hyperbolic systems has been based on reducing the systéfirst trder differential forms.
This treatment has however the disadvantage of introduminxgiary variables with their as-
sociated constraints and boundary conditions. In papeeSreat the problem in the second
order differential form, which has advantages for both cotaponal efficiency and accuracy
over the first order formulation.

Finally, paper 6 concerns the concept of well-posednesa fdass of linear hyperbolic
initial boundary value problems which are not boundary Istafhe well-posedness is well
established for boundary stable hyperbolic systems fochviie can obtain sharp estimates
of the solution including estimates at boundaries. Theeg laowever, problems which are
not boundary stable but are well-posed in a weaker sensgthee problems for which an
energy estimate can be obtained in the interior of the dotmaimot on the boundaries. We
analyze a model problem of this type. Possible applicataise in elastic wave equations
and Maxwell’'s equations describing glancing and surfaceswa
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Preface

This thesis consists of six papers and an introduction.

Paper I: M. Motamed and O. RunborgA Fast Phase Space Method for Comput-
ing Creeping Rays’Journal of Computational Physics, vol. 219, issue 1, pp.
276-295, 2006.

The author of this thesis contributed to the ideas and dpirgddhe numerical
algorithm, performed the numerical computations, and evpatrts of the ma-
nuscript.

This paper is also part of the licentiate thesis [44].

Paper II: M. Motamed and O. RunbordA Multiple-patch Phase Space Method
for Computing Trajectories on Manifolds with ApplicaticsWave Propaga-
tion Problems’, Communications in Mathematical Sciences, vol. 5, no. 3, pp
617-648, 2007.

The author of this thesis contributed to the ideas and dpirgddhe numerical
algorithm, performed the numerical computations, and evparts of the ma-
nuscript.

This paper is also part of the licentiate thesis [44].

Paper Ill: M. Motamed and O. RunbordTaylor Expansion Errors in Gaussian
Beam Summation’Preprint, 2008.
The author of this thesis contributed to the ideas and faatiari and proof of
theorems and lemmas, performed the numerical computatiodsvrote parts
of the manuscript.

Paper IV: M. Motamed and O. RunborgA Wave Front-based Gaussian Beam
Method for Computing High Frequency WaveBteprint, 2008.
The author of this thesis contributed to the ideas and dpugidhe numerical
algorithm, performed the numerical computations, and evtie¢ manuscript.
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Paper V: M. Motamed, M. Babiuc, B. Szilagyi, H-O. Kreiss and J. Winicg'Fi-
nite Difference Schemes for Second Order Systems Desgitérck Holes',
Journal of Physical Review D, vol. 73, issue 12, 2006.

The author of this thesis contributed to the ideas, devetpfiie numerical
algorithms and formulation and proof of theorems, perfatrtiee numerical

computations in Section 5, and wrote Sections 3 and 5 of thrustipt.

Paper VI: M. Motamed and H-O. Kreis§Hyperbolic Initial Boundary Value Prob-
lems which are not Boundary Stablé”reprint, 2008.
The author of this thesis contributed to the ideas and faatiar and proof of
theorems and lemmas, and wrote the manuscript.
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Chapter 1

Introduction

Many physical problems are formulated as systems of patifi@rential equations
(PDEs). Accurate treatment of such problems requires duda@mbination of ana-
lysis and computation. The existence of solution to PDEBuMsstigated by theoret-
ical studies. For most PDEs it is however not possible tosdexkplicit formulas for
solutions. Numerical studies are therefore needed to ctvgpproximate solutions.
In the theoretical study of PDEs, a fundamental concepteli-posednessA
given problem for a PDE is said to be well-posed if it has atsmfy the solution is
unique and the solution depends continuously on the dagadivhe problem. Well-
posedness is a desirable requirement for physical probl€hesfirst two conditions
are minimal requirements for a reasonable problem, andattecbndition ensures
that small perturbations, such as small errors in measurente interpolation of
data, do not change the solution unduly. A second importamtept isobustnessA
PDE is said to be robust if the qualitative behavior of theigoh is unaffected by the
addition of lower-order terms in the equation or by smallrades in the coefficients.
The robustness property is important because almost allsABadeling physical
processes are derived based on some simplifying assuragi@hignoring certain
effects. We want this simplification to not affect the corsatuns of the analysis.
Numerical studies of PDEs concern the construction andadmphtation of ac-
curate and efficient numerical algorithms for computingragjmate solutions. A
PDE is usually solved by first discretizing the equation omid gr mesh, bringing it
into a finite dimensional subspace, and then solving thdtiegisystem of equations
in this finite dimensional space. The first stage is usuallyedioy the finite differ-
ence method, the finite element method or the finite voluméatetThe most basic
property that a numerical algorithm must have is that itstgmhg approximate the
solution of the corresponding PDE and that the approximatigproves as the grid

1



2 CHAPTER 1. INTRODUCTION

spacings or the size of elements tend to zero. Such an dlgor# calledconver-
gent Usually, it is not easy to verify convergence for a givenoaiigym. However,
there are two related concepts that are easier to investamatsistencyndstability.
Consistency implies that the solution of the PDE, if it is sithg is an approxim-
ate solution of the numerical scheme. Stability, on the ottaad, implies that the
numerical solution is bounded in some sense. A fundamdrgarém of numerical
analysis, known as the Lax-Richtmyer equivalence theostates that a consistent
approximation to a well-posed linear problem is convergfearid only if it is stable.
In solving PDEs, the primary challenge is therefore to camstalgorithms which
are numerically stable.

This thesis concerns mainly some challenging problemsamattalysis and com-
putation of wave propagations described by systems ofingaerbolic equations.
A major challenge is numerical simulation of high frequenegves. When the
wavelength is very small compared to the overall size of ttraputational domain,
we encounter a multiscale problem. Examples include thedat and the inverse
seismic wave propagation, radiation and scattering problie@ computational elec-
tromagnetics and underwater acoustics. In direct numesiialations, the accuracy
of the approximate solution is determined by the number iof goints or elements
per wavelength. The computational cost to maintain consteouracy grows al-
gebraically with the frequency, and for sufficiently higkduency, direct numerical
simulations are no longer feasible. Other nhumerical mettaod therefore needed.
Papers 1-4 concern geometrical optics and Gaussian beaitts arb computation-
ally much less costly models based on asymptotic approiomabf the equations.

Another challenge in computation of wave propagation pold arises when
the system of equations consists of second order hyperBblies involving mixed
space-time derivatives. Examples include the harmonimdidation of Einstein’s
equations and wave equations governing elasticity andséicsu The classic com-
putational treatment of such second order hyperbolic systeas been based upon
reducing the systems to first order differential forms. Tiémtment has however
the disadvantage of introducing auxiliary variables withit associated constraints
and boundary conditions. Paper 5 treats the problem in ttmnseorder differential
form, which has advantages for both computational effigiearal accuracy over the
first order formulation.

Finally, Paper 6 concerns the concept of well-posedness étass of linear hy-
perbolic initial boundary value problems which are not baany stable. The well-
posedness is well established for two classes of probleymsmetric systems with
maximally dissipative boundary conditions and boundarylsthyperbolic systems.
For the first class of problems, an energy estimate can beadiawsing integration by
parts. For the second class, the mode analysis and symené&chnique are used to



obtain sharp estimates of the solution including estimatésundaries. Existence of
such estimates imply that the problem is boundary stablererare, however, prob-
lems which are not boundary stable but are well-posed in &evesense, i.e., the
problems for which an energy estimate can be obtained imtikeidor of the domain

but not on the boundaries. We analyze a model problem ofythés tPossible applic-
ations arise in elastic wave equations and Maxwell's equoatéescribing glancing

and surface waves.






Chapter 2

Linear Hyperbolic Equations

Hyperbolic partial differential equations are in generdrpreted as equations sup-
porting “wave-like” solutions. In this chapter we brieflwiew the definition and
properties of linear hyperbolic equations and address srakenging problems in
theory and numerics of such equations which are topics gbdpers in this thesis.

2.1 Initial Value Problems
The simplest hyperbolic equation is the one-way wave equatio
ur+auy =0, (x,t) € R x Ry, (2.1)

wherea € R is a constant; > 0 denotes timer € R represents the spatial variable,
andu : R x Ry — Ris the unknowny = u(z, t). We specify the initial condition

u(z,0) = f(z), (2.2)

where the functiory : R — R is given. Equation (2.1) together with (2.2) is called
aninitial value problemor Cauchy problem It is easy to show that the solution to
this initial value problem is

u(,t) = f(z —at),

and can be regarded as a wave that propagates with apsildout any change of
shape. The solution &t t) depends only on the value §f= = — at. The lines in
the(z, t) plane for whichr — at is constant are callezharacteristics The solution is
constant along characteristics. In general, whénnot constant, characteristics are
curves and give important information about the solutiohygierbolic equations.

5



6 CHAPTER 2. LINEAR HYPERBOLIC EQUATIONS

Another hyperbolic equation involving second-order datiixes is the scalar wave
equation
Uy — Au =0, (z,t) € R" x Ry, (2.3)

where the Laplacian is taken with respect to the spatial variabtes: (x4, ..., z,).
Forn = 1,2, the wave equation (2.3) is a simplified model for a vibrastring and
a membrane, respectively. In these physical interpretatio(x, t) represents the
displacement of the point at timet. We augment (2.3) with the initial data

u(IB, 0) = f(:l:), ut(a’a 0) = g(:l:), (2.4)

where the functiong andg are given. Fon = 1, the wave equation can be rewritten

in the form
9, ON(D DN
ot 8$1 ot 8$1 o

or as a system of two equations

VUt + Vg, =0,

Uy 7'LLI1 =,

which are one-way wave equations. The solution to thisahitllue problem consists
of two waves that propagate with finite speeds and is giveridigohbert’s formula,
[14]1
1 1 x1+t
) = 3 e+ 0+ e =01+ 5 [ oy

Many practical problems in science and engineering areritbestby systems of
differential equations, not only by a single equation. Oneantant class of such
systems consists of linear first-order equations which iataral generalization of
the one-way wave equation (2.1),

ut+ZAj(mat)uzj :f(ﬂ?,t), (mat)ERnXRJra (25)
j=1
subject to the initial condition
u(x,0) = g(x). (2.6)

The unknown isu : R® x Ry — R™, u = (u1,...,un) ", and the functions
Aj :R*" xRy — R™™, f:R®” x Ry — R™, andg : R* — R™ are given.
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Definition 1. The system of PDEs (2.5) is called hyperbolic if the symbol

n

Pz, tw) = ZAj(a;,t)wj,

j=1

has real eigenvalues and is uniformly diagonalizable fateaandw = (w1, . ..,wy)
in R™ andt > 0. The system is called strictly hyperbolic if the eigenvalagthe
symbol are real and distinct.

Another important class is the system of second-order lypierequations,

Upp— Z Aji(z,t) u$j$k+z Bj(x,t) up,+C(x, t)u = f(x,t), (x,1) € R"xRy,
jk=1 j=1
(2.7)
with the initial condition

u(@,0) = g(z),  ux,0)=h(z). (2.8)
Such systems can be seen as natural generalization of teagaation (2.3).

Definition 2. The system of PDEs (2.7) is called hyperbolic if there is atjves
constant such that

Z Aj(z,t) wj wi > Slw|? 1,

j,k=1

forall x andw = (w1,...,w,) IN R™ andt > 0. Here, I is them x m identity
matrix.

We now quantify the concept of well-posedness introducetiénintroduction.
For two C*°-functionsu, v : R™ — C™ which are 1-periodic inc, we define the
Lo-inner product and norm by

1 1
(u,v) :/ / <u(x),v(x) > dzy ...dz,, ul| = (u,u)'/?,
0 0
where
<u,v >=Z@jvj.
j=1

Consider the initial boundary value problem (2.5), (2.6)wi'>°-coefficients and
data which are 1-periodic in every spatial dimension.
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Definition 3. The initial boundary value problem (2.5), (2.6) is well-pdsf:

(1) for every 1-periodic and’>° dataf, g, there exists a unique solutiafix, t) €
C>(x,t), which is 1-periodic in every spatial dimension;

(2) for eachT > 0, there is a constank (T"), independent of andg, such that

t
ol < K(0) (I6QIP + [ 17l ). @9)
In order to motivate the above definition, we change theahitata (2.6) to
w(z,0) = g(x) + d h(x), 0<dixl, [|R()]| = 1.

The differencev(x, t) = a(x,t) — u(x, t) is then a solution of (2.5) witlf = 0 and
initial data
w(xz,0) = 6 h(x).

If the estimate (2.9) holds, then
la(.,t) —u(, Ol < K(T) 8 [|h()|]* = K(T) 6.

Therefore, (2.9) guarantees that for any finite time intetva ¢ < 7', small per-
turbations of the initial data results in small changes agblution, i.e, the solution
depends continuously in the initial data.

By reducing second-order systems to first-order systemmélasito reducing the
wave equation to two one-way wave equations, we can alsoedeftli-posedness
for second order systems. From the theory of linear hyparkgstems, [14, 37], it
is well known that the initial value problems for first and sed order hyperbolic
systems are well-posed. Moreover, the wave solutions haite firopagation speed
in the sense that the solution at a given pding, ty) depends only on the data in
(z,t) € Q, whereQ is a finite region of space and time. In other words, we can
change the data outside the regfomvithout affecting the solution dteo, ¢o).

2.2 Boundary Conditions

Most physical applications of partial differential equeis involve domains with
boundaries, and interesting phenomena frequently ocarrthese boundaries. The
formulation of boundary conditions therefore play an intpot role. The problem
of determining a solution to a partial differential equatishen both initial data and
boundary data are present is callediaitial boundary value problem One fun-
damental question is then how to impose proper boundaryitionsl such that the
problem becomes well-posed.
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In the case of hyperbolic equations, the characteristig @h important role in
determining correctly posed boundary conditions. To ffate this, we consider the
one-way wave equation

us +au, =0,

in the strip0 < z < 1,¢ > 0. If a > 0, the characteristics in this region propagate
from the left to the right. The solution must therefore becsfjied on the boundary at
x = 0, in addition to the initial data, in order to be defined fortatte. Moreover, no
data need to be supplied at the other boundasy-at1, since otherwise the solution
will be overdetermined. In general, values for the ingoihgracteristic variables
must be provided at the boundaries.

Consider the initial boundary value problems for (2.5) wiititial conditions
(2.6) in the half-space

Ry={x|r1 >0, —co<z; <00, j=2,...,n}, (2.10)
and boundary conditions, at = 0,

Su(0,z_,t) = h(x_,t), x_ = (x2,...,x), (2.11)
whereS € R"*™ s a rectangular matrix, with being the number of ingoing char-
acteristic variables.

Definition 4. Let f = g = 0. We call the half-space problem (2.5), (2.6), (2.11)
boundary stable if for all smooth boundary datathere is a unique solution, and

in each time interval < ¢ < T there is constanK; independent of the data such
that

t t
/ ||u(0,w_,r)||%7dT§KT/ 110, 2, 7)|%_dr.
0 0
Here,||.||z_ denote thd.o-norm over the space
R_o={x_|—-oc0o<zj<00,j=2,...,n}

The theory of linear hyperbolic initial boundary value plerbs is well developed
in the case when the problembisundary stablgi.e., when there exist proper estim-
ates of the solution based on the data at the boundariese Igetheral theory, the
following concept of well-posedness is introduced.

Definition 5. Letg = 0. The half-space problem (2.5), (2.6), (2.11) is calledragiy
well-posed in the generalized sense if for all smooth coibjgadata, f andh, there
is a unique solution:, and in each time intervadl < ¢ < T', there is a constank
independent of the data such that

t t
/0 lu, )|, + (0, 2, 7)|[%_dr < K7 / (@, )| 2, +lg(0, 2, 7)|%_dr.
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We then have

Theorem 1. Assume that the half-space problem is boundary stable. Tthien
strongly well-posed in the generalized sense.

There are, however, problems which are not boundary stafblarb well-posed
in a weaker sense. Examples include surface waves and igpweives in electro-
magnetic and elastic wave propagation problems descrip&diaxwell’'s equations
and elastic wave equations with certain types of boundamgitions. It is therefore
necessary to develop a theory for such types of problemsapemns, [46], we con-
sider a model problem which may not be boundary stable arehdxhe theory of
boundary stable problems to this case. We consider (2.8)wit m = 2 and

A1<(1) _01> A2<_01 _01) (2.12)

in the half-space (2.10). We augment this system with thalribndition (2.6) and
the boundary condition at; = 0,

U1(0,$2,t) = O[UQ(O, o, t) + h($2,t>, o€ C. (213)

Hereu(x1,z2,t) = (u1,us)' is a vector-valued function, and the datay, h are
assumed to be compatible smooth functions with compactsuppifferent values
of « in the boundary condition result in different behavior of iroblem. Here, we
summarize the result, [46]:

1) if |o| < 1, then the problem is boundary stable and therefore stromgll
posed in the generalized sense.

2) if |a] = 1, then the problem is not boundary stable but is well-posettién
sense that there are proper energy estimates inside thergdmanot at the
boundary.

3) if |a| > 1, € R, then the problem is ill-posed in the sense that the solution

“looses” one derivative at each reflection from the boundary

4) if |o] > 1,a ¢ R, then the problem is ill-posed in the sense that there are

solutions which grow exponentially, arbitrarily fast.

We formulate a theorem for this model problem and conje¢hatthe theorem holds
also for the more general initial boundary value problers),22.6), (2.11), which
is the topic of future work.
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2.3 Numerical Methods

For most hyperbolic initial boundary value problems, itd¢ possible to derive expli-
cit formulas for solutions. Numerical methods are empldagezbmpute approximate
solutions. There is a wide range of different methods foviagl linear hyperbolic
problems. The most commonly used numerical methods in¢helgnite difference
method, the finite volume method, the finite element methpectsal methods and
the boundary element method.

The finite difference method, [19, 61] is one of the oldest atioal methods. In
this method, the PDE is discretized on a grid by approxinggtie derivatives of the
solution in terms of the values of the solution on a set ofréigcgrid points. This
gives a large algebraic system of equations which needs solved. For systems
of first-order hyperbolic equations, upwind-type methodsda on the direction of
characteristics are frequently used. For second-ordegrbytic systems, leapfrog
schemes on staggered grids are more attractive. For examplielely used class
of this type is the finite difference time-domain method (ebeme) for solving
Maxwell’s equations of electromagnetics, [74].

In the finite volume method, [39], instead of calculating swdution at discrete
grid points, the total integral of the solution is approxtethover grid cells which
are small volumes surrounding each grid point. It is basetheimtegral form of the
PDE. Finite volume methods are particularly useful for sajwnonlinear hyperbolic
problems. One advantage of these methods is that they aitg fmmulated to
allow for unstructured grids. We should emphasize that tmeputational treatment
of nonlinear PDEs is more difficult than that of linear eqoas, due to possible
discontinuity and non-uniqueness of the solutions. Fohguoblems essentially
non oscillatory (ENO) and weighted essentially non osiilia (WENO) schemes
are employed, [60].

The finite element method, [13], is based on discretizingwbak form of the
boundary value problem in a finite dimensional space. Thithatkis particularly
useful for solving PDEs over complex domains. The domaineisodhposed into
small elements, which may be simply triangles or more corapdid curvilinear poly-
gons. The solution obtained by the finite element methodiisesi combination of
basis functions that are nonzero only over small subdomdws classes of finite
element methods which are widely used for hyperbolic proislare the discontinu-
ous Galerkin method, [7], in which there is no continuitytrietion on the interface
of the elements, and the streamline diffusion method, [P8}yhich the basis func-
tions are modified to produce a small amount of artificialudifon in the direction of
streamlines. These methods are particularly useful fanlpros with discontinuous
solutions.

In spectral methods, [5], the solution is first written asHtaurier series. This
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series is next substituted into the equation and a systemdofary differential equa-
tion (ODE) is obtained. The ODEs are then solved using an Cides The spec-
tral method is similar to the finite element method in appmeading the solution as
a linear combination of basis functions. However, in cogttta the finite element
method, the basis functions are continuous and nonzerdlowerhole domain. As a
result of this, the spectral method usually works bettermthe solution is smooth.
Moreover, it can only be applied to problems with simple catational domains,
such as cubes.

In the boundary element method, [18], the PDE is rewrittem &a®undary in-
tegral equation defined on the boundary of the domain usiedstieen’s theorem.
Therefore, only the boundary of the domain needs to be dizetg which in turn
results in reducing the dimension of the problem at leastri®; d his is beneficial
from computational complexity point of view. However, inrtast to the finite dif-
ference or the finite element method where the resultingesystf linear equations
has a sparse structure, here we get a dense system. Motéeveoundary element
method is applicable to problems for which Green functiarseasily be calculated,
for instance when the speed of wave propagation is constant.

It is beyond the scope of this thesis to study all these nurakemethods for
wave propagation problems. We only note that each numerietiiod is applicable
for a certain type of problem. In order to choose a proper migalealgorithm, one
usually considers the accuracy and efficiency of the methodnajor part of the
thesis focuses on developing accurate and efficient afgosifor some challenging
wave propagation problems.

One challenging computational problem, which is treategaper 5, [45], is
when the system of equations consists of second order hylieRDES, involving
mixed space-time derivatives. For instance, the harmanmidlation of Einstein’s
equations is a system of ten nonlinear second order hypedsplations with mixed
space-time derivatives. After linearizing and reducindjrst order form, we obtain
a system of about sixty first order equations. This results imotable increase in
the computational complexity. As a better alternative,ghablem can be treated in
the second order form without any order reduction. Althotlghdiscretization of
the second order system involves more subtle analysis becdunumerical stability
issues which are not present in first order formulations,approach has advantages
for both computational efficiency and accuracy over the dirder formulation. The
main difficulty in treating such second order systems is dukegresence of mixed
space-time derivatives. For instance, if we simply usered¢dtfference approxima-
tions for both time and space derivatives, the scheme wilbeatable for particular
choices of the coefficients in the equations.

As a model problem with similar properties, we consider titgil value problem
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for the second order hyperbolic system (2.7) with constaefficients4 ;, andB; =
C = f = 0, and the initial conditions (2.8). In order to introduce eiderivatives
into the equations, we use a shifted coordinate

T =+ 3t z=(%1,...,%,) ER", B=(b1,...,0n) €RY,
and obtain the shifted system
ugy = 2P (0/0%) uy — PE(0/0%) u + Py(0/0%) u, (2.14)

with the operators

o d
P, (0/0%) Z@ a~-’ Py(0/0%) = Z Ajp — 5%, Oy

7,k=1

The shifted system (2.14) is an important model for deseglilack holes in nu-
merical relativity. The study of this system also providdsra basis for solving the
harmonic Einstein system of equations, because of the agista the mixed space-
time derivatives which are essential features of the Eimstquations. This type
of systems also arises in acoustic wave propagation in aumedith nonuniform
macroscopic motion.

We use the method of lines and reduce the system of partiatelitial equations,
in their second-order form, to a system of ordinary difféi@requations in time on
a spatial grid. We then apply the energy method and Fourdg@tece transformation
to analyze and establish stable approximations.

Another challenging problem is numerical simulation ofthfgequency waves,
which is the subject of papers 1-4. We discuss such numaeriettiods in the next
chapter in more detail.






Chapter 3

High Frequency Waves

Simulation of high-frequency wave propagation is importianmany engineering
and science fields. Examples include radar and sonar temgy)abireless commu-
nication, seismic tomography, medical imaging and nortrdesve testing.

In this chapter, we study the numerical simulation of waudsigh frequencies
and the underlying mathematical models used. For simphiai will mainly discuss
the linear scalar wave equation,

ugy — c(x)?Au = 0, (x,t) € R" x Ry, (3.1)

wherec(x) is the local speed of wave propagation of the medium. We cempl
ment (3.1) with initial data that generate high-frequermytions. The exact form
of the data will not be important here, but a typical examptaild beu(x,0) =
A(zx) exp(iwk - ) where|k| = 1 and the frequency > 1. With slight modifica-
tions, the techniques we describe will also carry over tdesys of wave equations,
like the Maxwell equations and the elastic wave equatiore, && instance, [24]
where the linear Schrddinger equation is treated. We alpedheindex of refrac-
tion asn(x) = co/c(x) with the reference velocity, (e.g.the speed of light in
vacuum). For simplicity we will henceforth leg = 1.

3.1 Time-harmonic Helmholtz equation

We consider time harmonic waves of typéx,t) = v(x) exp(iwt) with w fixed.
Inserting it into the time-dependent wave equation (3.E)get the Helmholtz equa-
tion

c(x)?*Av + w?v = 0. (3.2)

15
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When the wave frequency is high and the wavelength is shonpeoed to the
size of the computational domain, we encounter a multiguadblem with a highly
oscillatory solution. Direct simulations based on the dtad wave equations are
very expensive, since a large number of grid points is reguio resolve the wave
oscillations. It is, therefore, a difficult computationabplem, and computations are
a major challenge.

In general, numerical methods for high-frequency wave lgrok can be classi-
fied into three categories:

 Direct methods One class of direct methods is based on the standard wave
equations. The accuracy of the solution is then determiyettidd number of
grid points or elements per wavelength, and the computatost for a fixed
accuracy increases with increasing frequency. The cortipot complexity
is atleastO(w™). Another class is based on integral equations. Given a bound
ary condition, and a constant speed of propagation, thdgroban be formu-
lated as an integral equation on the boundary. Therefong tbiel boundary
needs to be discretized instead of the whole domain, andfénetiee dimen-
sion isn — 1. Standard methods for solving the boundary integral egoati
include the method of moments [21] and finite element metfit@lS55]. Us-
ing a fast iterative solver such as the fast multilevel npolié technique [9, 72],
the complexity of these methods will be almé¥to"~1). There are, however,
efforts to find robust algorithms of complexi€y(1), [17].

» Asymptotic methods These methods are based on constructing asymptotic
expansions of the solution which are valid when— co. The accuracy in-
creases with increasing frequency for a fixed computatioostl Most asymp-
totic techniques rely on geometrical optics equations fuéghuency independ-
ent unknowns. Among other asymptotic methods are wave aptiethods
(physical optics and physical theory of diffraction) anduSsian beam meth-
ods.

» Hybrid methods: They combine direct and asymptotic techniques [43, 20].
Direct methods are applied on the regions where the geametriations or
the variations irc(x) are of the same scale as the wavelength, and asymptotic
methods are applied elsewhere. In some cases a linear catiobiof both
methods are used.

In what follows, we will briefly review variants of geometailcoptics approxim-
ations. Instead of the oscillating wave field the unknownstandard geometrical
optics are the phase and the amplitude, which typically earg much coarser scale
than the full solution. Hence, they should in principle bsieato compute numer-
ically. The main drawbacks of the infinite frequency appnexiion of geometrical
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optics are that diffraction effects at boundaries are last that the approximation
breaks down at caustics, where the predicted amplitudebiswrded. For these situ-
ations more detailed models are needed, such as the gecathtiteiory of diffraction
[31], which adds diffraction phenomena by explicitly tadsimto account the geo-
metry of 2 and boundary conditions. The solution’s asymptotic bedragfose to
caustics can also be derived, and a correct amplitude fée firiquency can be com-
puted [36, 42, 22]. Numerically this can for instance be dwith Gaussian beams
[53, 2].

3.2 Geometrical Optics

In order to solve the Helmholtz equation (3.2) for large ealofw, we seek solutions
of the form
v(x) = a(e, w)e @) x € R (3.3)

The real-valued phase functigiiz) is independent ab, and the amplitude function
a(x,w) is assumed to be expanded in inverse powets, of

n

a(z,w) & Y ag(@)(iw) ™" =Y ax(@)(iw) T+ Ow™). (3.4)
k=0

k=0

It means that the series is an asymptotic expansianasw — oco. It is known as
the asymptotic WKBJ expansion, [22]. Geometrical optic®]®nly considers the
leading term of the serieg (= 0), which is called the the geometrical optics term.
Putting (3.3) with the leading term of (3.4) into (3.2) andhcaling the phase factor
e“? we get
Vol = n(@)?, (3.5)
2V¢ - Vag + agA¢p = 0. (3.6)

Equation (3.5) is thesikonal equation, which is a first order non-linear PDE for
¢(x). Equation (3.6) is théransportequation, which is a linear PDE with variable
coefficients forag, onceg is known.

GO can also be formulated in terms of ODEs. We first note tlea¢itkonal equa-
tion is a nonlinear Hamilton-Jacobi equation with HamileonH (x, p) = |p|/n(x) =
1, wherep = V¢ is theslownessiector. We let(x(t), p(t)) be a bi-characteristic
related to this Hamiltonian. Sinc# is constant along themi (x(t), p(t)) =
H(xo,p,), we get the so calledhy equations,

dx 1 d_p_

\Y%
dt VP 772p7 dt v n (3 )
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There are also ODEs for the amplitude, [11].

There is yet another formulation for GO based on a kinetievp@nt. Con-
sidering rays as trajectories of particles (photons) atdlucing the phase space
(t,z,p), we note that the evolution of these particles in the phaaeesjs given by
the ray equations (3.7). We I¢{t, z, p) be a particle density function. It will then
satisfy theLiouville equation,

fi4+ VpH -Vauf —VaH - Vpf =0, (3.8)

whereV,H andVH are given by (3.7).
There are different numerical techniques based on the thffeeent mathemat-
ical models of GO:

1. Numerical methods based on thg equations (3.7) includey tracing[8, 29,
38]. In this method the ODEs (3.7) together with the ODEs figramplitude
are solved with standard ODE solvers such as 2nd or 4th ordeg&kKutta
methods, giving the phase and amplitude along the rays. olwian at a
desired point is then interpolated from the solutions aktwegays. This can be
rather difficult in the regions where ray tracing producegriing or crossing
rays. Moreover, ray tracing is only of interest for probleimslving a small
number of source points. For problems with many source ppriay tracing
may be computationally expensive.

2. Numerical methods based on thi&onalequation (3.5) are Hamilton-Jacobi
methods. They solve the eikonal and transport equationsiaif@m Eulerian
grid to control the error everywhere. Different types of rarival techniques
have been proposed to compute the unique viscosity solofidine eikonal
equation, including upwind methods of ENO or WENO type [68, ®2], fast
marching method [66, 58, 59, 54], group marching method &) sweeping
method [57, 33, 65]. However, since the eikonal equatiomisrdinear equa-
tion for which the superposition principle does not holcegh methods fail
to capture multivalued solutions corresponding to crassatys. Among the
methods proposed for computing multivalued solutions alleraain decom-
position based method by detecting kinks [15], big ray trg¢B, 1] and slow-
ness matching method [62, 63]. The multivalued solutiomshése methods,
are constructed by putting together the solutions of séedtanal equations.
Nevertheless, finding a robust technique to compute mulhsolutions is
still a computational challenge.

3. Numerical methods based on tkimetic equation (3.8) are so called phase
space methods. The Liouville equation, like ray equatibesefits from the
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linear superposition principle. Moreover, its solutiomdze computed on a
fixed Eulerian grid. There is, however, a drawback with dlyesolving the
Liouville equation. Because of introducing the phase spackincreasing the
number of independent variables, a direct simulation vaihputationally be
very expensive. There are two different approaches to oweecthis draw-
back; wave front methods and moment-based methods. In theefpspecial
wave front solutions are computed, and the later is basedaosforming the
Liouville equation to a system of conservation law equatifor moments of
f in the reduced spacg, ). See, for instance, [40, 6, 10, 56]. The clas-
sical wave front methods include Lagrangian front trackiwgve front con-
struction [70], the segment projection method [12, 64] ackl set method
[51, 41, 27, 26, 25]. Related methods are the fast phase spetbe@d [16] and
the phase flow method [76].

See [11, 4] for a survey of geometrical optics approximation

3.3 Geometrical Theory of Diffraction

There are two deficiencies in the GO solution described ab&west, it does not
include diffraction effects. Secondly, it breaks down aistas, where, is unboun-
ded. To overcome the first deficiency, in addition to the ianichnd reflected rays of
GO, new classes of rays, nameliffracted rays should be introduced to construct
the full asymptotic expansion of the solution.

Geometrical theory of diffraction (GTD), developed by JllKe[31], provides
a technique for adding diffraction effects to the geomatraptics approximation.
GTD is often used in scattering problems in computatiorettebmagnetics, where
boundary effects are of major importance, for example irmratoss section calcu-
lations and in the optimization of base station locationsl phones in a city.

There are various kinds of diffracted rays. One type of diffed rays is generated
when there is a discontinuity in the scatterer surface, sisobdges, tips or changes
in material properties. At these singular points an infisié¢ of diffracted rays are
produced which obey the usual geometrical optics equatitims amplitude of each
diffracted ray is proportional to the amplitude of the ragtihg the corner and a
diffraction coefficientD. The coefficientD depends on the directions of the inducing
and diffracted rays, the frequency, the local boundary gagpnand the shape of the
incident wave front. In Figure 3.1 (left), the incident raijting the tip of a wedge
generates a reflected ray, another ray that continues gaspttand infinitely many
diffracted rays in all directions.
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Figure 3.1: Diffraction by discontinuous and smooth scatte Left figure shows
diffraction of an incident fieldu;,. by a wedge. The incident ray hitting the tip
of the wedge generates a reflected ray, another ray thanhoestipast the tip, and
infinitely many diffracted rays:, in all directions. Right figure shows a creeping
ray u. induced by the incident field,,,. at the north pole of a perfectly conducting
cylinder, where the incident direction is orthogonal to sugface normal. As the
creeping ray propagates on the boundary, it continuouskiysesurface-diffracted
raysuy with exponentially decreasing initial amplitude.

One typical improved expansion adds diffracted rays to G@diing extra cor-
rection terms to the asymptotic solution (3.3-3.4),

(@) = a(@,w)e @) + bz, w)e P b@w)~ Y bi(@)(iw) 2,
k=0

(3.9
whereg,(x) andby(x) are the phase and amplitudes associated with diffracted ray
More elaborate expansions must sometimes be used, suabsasgiten by theini-
form theory of diffractioUTD), [35].

Another type of diffraction is generated even for smoothitecars. When an
incident field hits a smooth body there will be a shadow zorertakit and the geo-
metrical optics solution will again be discontinuous. Téera curve (point in 2D)
dividing the shadow part and the illuminated part of the bodllong this shadow
line (shadow point in 2D) the incident rays are tangent to the tmdface. The
shadow line will act as a source foreeping raysthat propagate along geodesics on
the scatterer surface, if the surrounding medium is homegesy; = 1. The creep-
ing ray carries an amplitude proportional to the amplituéiéhe inducing ray. At
each point on a convex surface with perfectly conductingeniet the creeping ray
sheds surface-diffracted rays in the tangential dire¢tigth its current amplitude.
The amplitude decays exponentially along the creepingragjectory. In three di-
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mensions, the amplitude also changes through geometpicding on the surface.
The diffracted rays follow the usual geometrical opticsgav 2D example is shown
in Figure 3.1 (right). The incident ray hitting the north pofea perfectly conduct-
ing circular cylinder generates a creeping ray propagatmthe cylinder boundary
and shedding diffracted rays along its way. Note that anmatheeping ray will be
generated by the incident ray hitting the south pole.

The diffracted rays generated by discontinuities and slyextdeping rays obey
the usual geometrical optics equations. The main computaitiask is thus based
on the standard GO approximation discussed in Section 3dvekier, computing
creeping ray contribution to the field involves more techliifes, and one needs to
find geodesics on the scatterer surface as well. We assutrithéhscatterer surface
can be represented by a regular parameterizatienX (u), wherex = (z,y,2) €
R3 is the coordinate i3 D physical space, and the parameters: (u, v) belong to
a set) C R?. Let the scatterer be illuminated by incident rays in a ¢edaection,
and assume that the shadow limag(s) is represented by a curve in parameter space,
with s being the arc length parameterization. A wave field, assedi® the creeping
rays, is generated on the surface

vs(u) = a(u)e™?®), (3.10)

where¢(u) anda(u) are surface phase and amplitude. The creeping rays aredelat
to (3.10) in the same way as the standard GO rays are relathd teading term of
the series (3.3-3.4). Like in GO, the surface wave field cafiobrulated as a system
of either ODEs or PDEs. In the ODE formulation, we obtain &eysof equations
known assurface rayequations. In the PDE formulation, we gefrface eikonaand
surface transporequations. See [30, 44]. Based on these two formulatioese th
are different numerical technigues for computing creepaygs. Lagrangian tech-
niques are based on surface ray equations. The simplest @stccommon method
is standard ray tracing which solves these ODEs on triatetilsurfaces [23]. As-
suming the geodesic paths are given by piecewise lineaesyitis possible to find
the linear ray path on each triangle, analytically. Thishmoetgives the surface phase
and amplitude solutions along creeping rays. Interpatatiust then be applied to
obtain the solution everywhere. But, in regions where ragssor diverge this can
be rather difficult. However, the interpolation can be sifigd by using wave front
methods [71, 20] in which, instead of individual rays, an ifgtee representing a
wave front is evolved. Nevertheless, for some problemd) ssaadar cross section
(RCS) computations, where creeping rays from all illurmioratngles must be com-
puted, Lagrangian methods can be computationally expengiulerian techniques
are based on surface eikonal and surface transport egsialibase PDEs are discret-
ized on fixed computational grids, and there is no problerh wterpolation [34].



22 CHAPTER 3. HIGH FREQUENCY WAVES

However, these equations only give the correct solutionnihis a single wave. In
the case of crossing waves, more elaborate schemes havel®dsad to capture
multivalued solutions, [47, 75].

In paper 1, [47], we present an adaptation of the fast phasmspethod, [16], for
standard geometrical optics to computation of creepingeswaVhis method is based
on a new PDE formulation of creeping rays given by so caledape equations
The escape PDEs solutions contain information about aBiptescreeping rays in
all directions. To extract properties like phase and amgétfor a ray family, post-
processing of the solution is needed.

This method requires one fixed parameterization of theeseaitlt has however
been modified in paper 2, [48], for more complex scatterdiasas which cannot be
represented by a single non-singular explicit paramettor. The surface is split
into several simpler surfaces with explicit parametertaet. These multiple patches
collectively cover the scatterer surface in a non-singolanner. The escape PDEs
are solved in every patch, individually. The creeping raggtee scatterer are then
computed by connecting all individual solutions througlast fpost-processing. The
inter-patch boundaries are treated by the continuity ofireg rays.

3.4 Gaussian Beams

Close to caustics the amplitude grows rapidly in the gedoatoptics approxima-
tion and blows up at the caustic itself. In reality the ampléwemains bounded, but
increases with the frequency The error in the standard series expansion (3.3-3.4)
is thus unbounded around caustics. To capture the actudisobehavior there are
better expansions that have small errors uniformly jlerivede.g.by Ludwig [42]

and Kravtsov [36]. The expansions are different for diffeérgpes of caustics. For

a fold caustic there are two ray families meeting at the égusith phases)* and

¢~ . Lettingp = %(gb+ — ¢~) a more suitable description of the solutionn this
case is

u(z) = wt/f (@) (Ai (—(wp(@))*?) Z Ay (@) (iw) ™"
k=0

+ i VA (—(wp())¥?) ZBm:c)(w)-k) ,

k=0

where Ai is the Airy function. The dominant term close to tlaestic,|p|w < 1 is of
the orderO(w'/%) with an error ofO(w=1/3). Away from the caustic, on the convex
side whergy > 0, we can use the fact thii (—z)| ~ 2=/* and|Ai’(—z)| ~ z/4
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for largex, to conclude that the dominant term is of the or@¥i ) with an error of
O(w™1), i.e.the standard situation for geometrical optics.

We will now discuss the Gaussian beam method for computiagwdove field at
caustics. The Gaussian beam method is an asymptotic meshedrhputing high-
frequency wave fields in smoothly varying inhomogeneousiandtiwas proposed
by Popov [53], based on an earlier work of Babic and Pankeafdl Gaussian
beams are closely related to ray tracing, but instead ofinigvays just as character-
istics of the eikonal equation, Gaussian beams are fatger fichey are approximate
high frequency solution to the wave equation or the Helnthetfuation which are
concentrated on a standard ray. Contrary to standard GO Gayssian beams ac-
cept complex valued phase functions. The main advantadgisafanstruction is that
Gaussian beams give the correct solution also at caustiessvetandard geometrical
optics breaks down.

We now review the governing equations. We first note that beezaf the con-
straintH(x,p) = 1, or |p| = n(x), the dimension of the phase spdae p) can
actually be reduced by one. For example in two dimension$, it (z,y), by
settingp = n(cos 8, sin 0) and using as a dependent variable in (3.7) insteagof
we get the reduced equations,

dz

- = A1
g c(x,y) cos b, (3.11a)
% = ¢(z,y)sin 0, (3.11b)
dg  Oc dc

E = % sin 6 — 8_y cosf. (3110)

We consider a ray in a two-dimensional Cartesian coordisggéemz, y given by
the ray tracing system (3.11). In orthogonal ray-centecetdinates, ¢), whereg

is the axis perpendicular to the ray at paintith the origin on the ray, the paraxial
Gaussian beam solution closely concentrated about theatesyris given by

u(t,q,w) = A(t, q) exp {iwd(t, q)}. (3.12)

Here the complex-valued amplitudeand the phase are given by the eikonal and
transport equations with complex initial data foof the typeg(0, ¢) ~ iq? to give
u(0, ¢) a Gaussian profile. They are approximated by Taylor expassibor first-
order Gaussian beams, for instance, we have

A A(t,0) = Ve(a(t), y(1)/Q(), (3.13)

~ q° ¢ Pt
6~ 6(1,0) + a4 (1, 0) + - baq(,0) =t + o

~—

(3.14)

)
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The complex-valued scalar functioffsand( satisfy thedynamic ray tracingystem

d
ip ) (3.15)
Pl (Cxz SIn? 0 — 2¢4y sin 6 cosd + ¢,y cos? 0) Q.

¢

As initial data for (3.15), we may choose
QO)=Qy>0,  P(0)=i.

One can show that this choice will guarantee that two impdtanditions are satis-
fied along the rayQ(t) # 0 andIm(P(t)/Q(t)) > 0. The first condition guarantees
the regularity of the Gaussian beam (with finite amplitudesaastics). The second
condition guarantees the concentration of the solutiosecto the ray. Note that for
higher order Gaussian beams, we need to include more terthe ifaylor expan-
sions and in the WKBJ expansion.

In the Gaussian beam summation method, the initial/boynctardition for the
wave field is decomposed into initial conditions for Gausdieeams. Individual
Gaussian beams are computed by solving the ray tracing amahdyg ray tracing
systems (3.11,3.15). The contributions of the beams cdrated close to their cent-
ral rays are determined by the approximations (3.13,3.@@red in (3.12). The
wave field at a receiver is then obtained by a superpositidghe@fGaussian beams
situated close to the receiver, [67].

In paper 3, [49], we study the accuracy of Gaussian beam stionmmaethod
and derive error estimates related to the Taylor expandmrseams of any order.
For first-order beams, for example, we show that the errof @ader O(w=1). In
fact, because of error cancelation effects between the §igamerror is smaller than
O(w~1/?) which a simple analysis would indicate. Moreover, we inigage the
effect of beam widths on the accuracy when the speed of patigegis constant.
It has been proposed that the optimal choice of the initiabpeters,Q(0) and
P(0), produce Gaussian beams of minimum width at a receiver peéeat [67] for
instance. The main motivation for this choice is that for evidleams the Taylor
expansion error should be large. Moreover, from the contioutal point of view, it
is more convenient to work with beams which are as narrow asiple, because in
the case of variable speed of propagation, where the ceatralcan bend, at some
distance from the rays the phase may become non-smoothenedidte the Gaussian
beam approximation may break down. However, we show thatcddice will not
necessarily give the minimum error in the case of constae¢dwf propagation.
The optimal choice of the parameters should minimize theremd is still an open
question.
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In paper 4, [50], we construct a wave front method based ors§kan beams.
The method tracks a front of Gaussian beams with only twaquéat initial values
(Q1(0), P1(0)) = (1,0) and(Q=2(0), P»(0)) = (0,1), where(Q1, P1) and(Q2, P»)
solve (3.15). This allows direct recreation of any otherrbgaopagating from the
initial front into the computational domain at no extra cadierefore, optimization,
based on the minimization of either the beam width or therdsr@ossible in the
algorithm.






Chapter 4

Summary of Papers

4.1 Paper I: A Fast Phase Space Method for Computing
Creeping Rays

In this paper, we consider creeping ray contributions tdHigquency scattering
problems. We assume that the scatterer surface can beeptrédy a single para-
meterization and present a new Eulerian formulation forgheblem. Following
the discussions in Section 3, we derive a setsifapepartial differential equations
in a three-dimensional phase space. The equations aredh&d ©n a fixed com-
putational grid using a version of first-order accurate faatching algorithm. The
solution to the escape equations contain information adlbpbssible creeping rays.
This information includes the phase and amplitude of theiedg, which are extrac-
ted by a fast post-processing.

We consider an application to mono-static radar cross@egioblems where
creeping rays from all illumination angles must be computed present the numer-
ical results of the fast phase space method.

This paper is published in Journal of Computational Phyait has entry [47]
in the bibliography.

4.2 Paper II: A Multiple-patch Phase Space Method for
Computing Trajectories on Manifolds with Applications to
Wave Propagation Problems

In this paper, we present a multiple-patch phase space ohétiha@omputing tra-
jectories on two-dimensional manifolds possibly embeddeaihigher-dimensional

27
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space. The dynamics of trajectories are given by systemsdifiary differential
equations (ODEs). We split the manifold into multiple pastwhere each patch
has a well-defined regular parameterization. The ODEs araulated asscape
equations, which are hyperbolic partial differential etiprass (PDES) in a three-
dimensional phase space. The escape equations are sokadhmpatch, individu-
ally. The solutions of individual patches are then conretateng suitable inter-patch
boundary conditions. Properties for particular familiégrajectories are obtained
through a fast post-processing.

We apply the method to two different problems: the creepagaontribution
to mono-static radar cross section computations and thevaluked travel-time of
seismic waves in multi-layered media. We present numeeixainples to illustrate
the accuracy and efficiency of the method.

This paper is published in Communications in Mathematicai®es and has
entry [48] in the bibliography.

4.3 Paper lll: Taylor Expansion Errors in Gaussian Beam
Summation

In this paper, we study the accuracy of Gaussian beam suommagthod and derive
error estimates related to the Taylor expansion of the phadeamplitude off the
center of the beam. Unlike standard geometrical opticss&an beams compute the
correct solution of the wave field also at caustics. We sha@withthe case of using
odd order beams, the error is smaller than a simple analymivindicate because
of error cancellation effects between the beams. Sinceahesatlation happens only
when odd order beams are used, there is no remarkable gaBirig even order
beams. Moreover, in the case of constant coefficient equgtiee. when the speed
of propagation is constant, the local beam width is not a goditator of accuracy,
and there is no direct relation between the error and the seddth. We present
numerical examples to verify the error estimates.

This paper has entry [49] in the bibliography.

4.4 Paper IV: A Wave Front-based Gaussian Beam Method for
Computing High Frequency Waves

In this paper, we present a wave front method based on Gaussans for com-
puting high-frequency wave propagation problems. The puktinacks a front of
Gaussian beams with two particular initial values for widtid curvature which al-
lows the direct recreation of any other beam propagating fitee initial front into
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the medium. This is used to approximate the field with diffiereptimally chosen,
beams in different points on the front. The performance efrttethod is illustrated
with two numerical examples.

This paper has entry [50] in the bibliography.

4.5 Paper V: Finite Difference Schemes for Second Order
Systems Describing Black Holes

In this paper, we construct stable finite difference algong for second order hy-
perbolic systems arising in numerical relativity. We treqtiations in second-order
differential form without reducing them to first-order foriwe apply the algorithms
to a model black hole space-time consisting of a spacelifkeriboundary excising
the singularity, a timelike outer boundary and a horizorgtween. These algorithms
are implemented as stable, convergentnumerical codebeaingérformance is com-
pared in a 2-dimensional excision problem.

This paper is published in Journal of Physical Review D argidmry [45] in the
bibliography.

4.6 Paper VI: Hyperbolic Initial Boundary Value Problems
which are not Boundary Stable

In this paper, we extend the theory of boundary stable hypienbroblems to a model

problem which is not boundary stable. The Kreiss symmattexhnique gives sharp
estimates of the solution of hyperbolic initial boundarjueaproblems including es-
timates at the boundaries. In this case, the problem iscchb@ndary stable. There
are, however, problems which are not boundary stable buteltgposed in a weaker
sense, i.e., we can obtain energy estimates in the intdrtbealomain. These types
of problems are important in many applications, includieigsiic, optical and grav-

itational waves. We consider a model problem which may ndvduendary stable

depending on the choice of boundary conditions. We showttigegeneral theory of
hyperbolic systems can be extended to this case, and theealyinen technique can
be used to derive estimates of the solution off the boundary.

This paper has entry [46] in the bibliography.
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Abstract

Creeping rays can give an important contribution to the solution of medium to high frequency scattering problems.
They are generated at the shadow lines of the illuminated scatterer by grazing incident rays and propagate along geodesics
on the scatterer surface, continuously shedding diffracted rays in their tangential direction.

In this paper, we show how the ray propagation problem can be formulated as a partial differential equation (PDE) in a
three-dimensional phase space. To solve the PDE we use a fast marching method. The PDE solution contains information
about all possible creeping rays. This information includes the phase and amplitude of the field, which are extracted by a
fast post-processing. Computationally, the cost of solving the PDE is less than tracing all rays individually by solving a
system of ordinary differential equations.

We consider an application to mono-static radar cross section problems where creeping rays from all illumination
angles must be computed. The numerical results of the fast phase space method and a comparison with the results of
ray tracing are presented.
© 2006 Elsevier Inc. All rights reserved.

Keywords: Creeping rays; High frequency wave propagation; Scattering problems; Numerical methods; Geometrical theory of diffraction;
Eikonal equation

1. Introduction

The general problem that we are interested in is the scattering of a time-harmonic incident field by a
bounded scatterer D. If the total field is split into an incident and a scattered field, this can be formulated
as a boundary value problem for the scattered field in the region outside D, consisting of the Helmholtz
equation,

AW +n(x)’0®*W =0, x e R*\D, (1)

augmented with Dirichlet, Neumann or Robin boundary conditions on the boundary of the scatterer 0D, and
the Sommerfeld radiation condition at infinity. Here n(x) is the index of refraction, and w is the angular
frequency.
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In direct numerical simulations of (1) the accuracy of the solution is determined by the number of grid
points or elements per wave length. The computational cost to maintain constant accuracy grows algebraically
with the frequency, and for sufficiently high frequencies, a direct numerical simulation is no longer feasible.
Numerical methods based on approximations of (1) are needed.

Fortunately, there exist good such approximations precisely for the difficult case of high frequency solu-
tions. In free space, a typical high frequency solution can be approximated by a simple wave,

W(X) ~ a(X)eiwd)(x), X € R3, (2)

where the amplitude a(x) and the phase function ¢(x) depend only mildly on the parameter @ and vary on a
much coarser scale than W(x) itself. Geometrical optics (GO) considers the case when w — co. The frequency
then disappears from the model and the equations can be solved at a computational cost independent of w.
GO can be formulated as the partial differential equations for ¢ and a. The phase function ¢ satisfies the eik-
onal equation,

IV§| = n(x), (3)
and the leading order amplitude term « satisfies the transport equation,
2V¢ - Va+ Aga = 0. 4)

GO can also be formulated in terms of ordinary differential equations (ODE). It corresponds to solving the
eikonal equation (3) through the method of characteristics, i.e. solving the system of ODEs,
X
& vaxw. PV, Hxp) = 5
where 7 is time. As long as ¢ is smooth, the relationship between the models is given by ¢(x(#)) = ¢(x(0)) + .
There are also ODEs giving the amplitude a(x(¢)) along the characteristics.

The main drawbacks of the infinite frequency approximation of geometrical optics are that diffraction
effects at boundaries are lost, and that the approximation breaks down at caustics, where the predicted ampli-
tude a is unbounded. Geometrical theory of diffraction (GTD), pioneered by J. Keller in the 1950s [14], adds
diffraction effects to the GO approximations. One type of diffracted rays are creeping rays, which are generated
at the shadow line of the scatterer, i.e. where the incident ray strikes the surface of the scatterer at grazing
angle. At this point the incident ray divides into two parts: one part continues straight on, and a second part
propagates along geodesics on the surface, continuously shedding diffracted rays in its tangential direction. See
Fig. 1. In analogy with (2), a wave field is generated on the surface

Wi(u) = a(u)e?™, (6)

where ¢(u) and a(u) are now the surface phase and amplitude and u € R? is a parameterization of the surface.
The creeping rays satisfy a system of ODEs similar to (5). They are related to (6) in the same way as the stan-
dard GO rays are related to (2).

Creeping rays can give an important contribution to the solution at medium to high frequencies, for
instance in radar cross section (RCS) computations for low observable objects [3] and in antenna coupling
problems [16]. We want to compute the creeping rays and the associated wave field in (6).

Various methods have been devised to compute the geometrical optics solution. They can be divided into
Lagrangian and Eulerian methods.

Lagrangian methods are based on the ODE formulation (5). The simplest Lagrangian method is standard
ray tracing where the ODEs in (5) together with ODEs for the amplitude are solved directly with numerical
methods for ODEs. This approach is very common in standard free space GO, [4,19], but is also done for the
creeping ray case, [12,22]. Ray tracing gives the phase and amplitude solution along a ray, and interpolation
must be applied to obtain those quantities everywhere. This can be rather difficult, in particular in regions
where rays cross. Another problem with ray tracing is that it may produce diverging rays that fail to cover
the domain. Even for smooth n(x) there may be shadow zones where the field is hard to resolve. The interpo-
lation can be simplified by instead using so-called wave front methods [30,11]. They are related to ray tracing,
but instead of individual rays, an interface representing a wave front is evolved according to the ray equations.
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inc

”/z*
st

Fig. 1. Diffraction by a smooth cylinder. Top figure shows the solution schematically. The incident field u;,. induces a creeping ray u,. at
the north (and south) pole of the cylinder, where the incident direction is orthogonal to the surface normal. As the creeping ray propagates
along the surface, it continuously emits surface-diffracted rays uy4 with exponentially decreasing initial amplitude. Bottom figure shows real
part of a solution to the Helmholtz equation. The surface diffracted waves can be seen behind the cylinder.

More recently, Eulerian methods based on PDEs have been proposed to avoid some of the drawbacks of
ray tracing. These methods discretize the PDEs on fixed computational grids to control accuracy everywhere
and there is no need for interpolation. The simplest Eulerian methods solves the eikonal and transport equa-
tions (3,4). This technique has been used in standard GO, [29,28,7] and also in the surface case, [15]. However,
the eikonal and transport equations only give the correct solution when it is a single wave of the form (2).
When there are crossing waves, more elaborate schemes must be devised. In the free space GO case a number
of methods have been developed in the last ten years using different approaches. Many of them are based on a
third formulation of geometrical optics as a kinetic equation set in phase space. They include “big” ray tracing
[1], patching together multiple eikonal solutions [2], moment methods [24,25,9], segment projection method
[6], level set methods [21,23], slowness matching [26], the phase flow method [31] and fast phase space methods
[8]. A survey of this research effort is given in [5].

These more advanced methods have so far not been used for the creeping ray case. In this paper we propose
an adaptation of the fast phase space method of Fomel and Sethian [8] to this case. This method is compu-
tationally expensive if only a few solutions are computed. It becomes attractive when the solution is sought for
many different sources but with the same index of refraction. In the creeping ray case this happens for instance
when the solution for all illumination angles of a fixed scatterer is of interest. We consider one such example:
computing the mono-static RCS.
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Following [8] we formulate the ray propagation problem as a time-independent partial differential equation
(PDE) in a three-dimensional phase space. We use a fast marching method to solve the PDE. The PDE solu-
tion contains information for all incidence angles. The phase and amplitude of the field are extracted by a fast
post-processing. Computationally the cost of solving the PDE is less than tracing all rays individually. If the
surface is discretized by N? points the complexity is ¢/(N° log N), while ray tracing would cost ¢/(N*) if a com-
parable number of incidence angles (N?) and rays per angle () are considered.

In Section 2, we formulate the governing equations. The numerical method for solving the equations are
discussed in Section 3. In Section 4, we show how to extract the information for a particular ray through
post-processing. An application to a mono-static RCS problem is shown as an example in Section 5.

2. Governing equations

For simplicity we consider the case when the scatterer surface has an explicit parameterization. Let X be a
regular hypersurface, representing a scatterer surface, with the parametric equations X = X(u), where
X = (x,y,2) € R? is the coordinate in 3D physical space, and the parameters u = (u,v) belong to a bounded
set Q C R?. Let the scatterer be illuminated by incident rays in a direction represented by a normalized vector
I = [1, 1, 13). The shadow line is then defined as the set of points where

N'T =0, (7)
where N (u) is the surface normal at X (u),
X, xX,

]/\7 R ————
|X, X X,

(8)

Here the subscripts denote differentiation with respect to u and v. We will assume that (7) defines a curve in
parameter space, which we denote ug(s), and s is the arc length parameterization.

2.1. Geodesics

We start by deriving the equations for creeping rays, which are indeed geodesics on the scatterer surface.
According to Keller and Lewis [13], the surface phase satisfies the surface eikonal equation,

V| =n, 9)
where n(u) is the index of refraction at the surface, and V is the surface gradient, defined as

Vo :=JG'V¢, G=J"J,
with

J=[X.X,] € R>2

We prescribe boundary conditions for (9) on the shadow line, which acts as the source for the creeping rays.
The boundary condition is that the surface phase agrees with ¢;,., the phase of the incoming wave,

b(uo(s)) = Po(uo) := i (X (o (5))), (10)
To avoid ambiguities as to which direction the surface waves propagate, we add the condition

Vo (uo(s)) = Vine (X (uo(s))), (11)
which is consistent with (9) since ¢;,. satisfies the free space eikonal equation (3) and with (10) since

d +dX

a(d)(uo(s)) - (rbinc()?(uO(s)))) = vd)T ¢mc ds (JTVQS) vquc ds (v~¢ - v¢ill€) a

In the case when n = 1 and the incoming wave is a plane wave in direction 1, we have Dine(X) = 17x. Then (10),
(11) reduce to
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bo(uo(s)) :=1"X(uo(s)), Vep(uo(s)) =1. (12)
We can write (9) as a Hamilton—Jacobi equation H(u,V¢) = 0, with the Hamiltonian
1 _ n’(u
H(u,p)=3p'G™ (wp - #

Note that in the case n = constant, the geometrical rays associated with the eikonal equation (3) becomes
straight lines. Analogously, for the surface eikonal equation (9), the creeping rays for constant n are geodesics,
or shortest paths between two points on the surface. Henceforth, we will assume n=1 and a plane incoming
wave.

Introducing a parameter t, the bicharacteristics (u(t), p(t)) are determined by the solution of the following
Hamiltonian equations

u=H,=G"'p, (13a)
p=—H.. (13b)
Here the dot denotes differentiation with respect to the parameter 7. At the shadow line, the initial direction of
the geodesic should be parallel to the incident field. We demand that
d ~
—X =1.
S X(u())

=0

This implies that p(0) = Ga(0) = J"Ji(0) = J X (0) = J 7. The initial condition for the system (13) therefore
reads,

u(0) = wuo(s), (14a)

p(0) = po(s) :=J " (wo(s))1. (14b)
We note that by (12),

p(0) =7 (wy(s)) V p(uo(s)) = J " JG' Vb(uo(s)) = Vp(u(0)).

As for any Hamiltonian system it therefore follows that

p(r) = Vo(u(r)), (15)
for all © = 0, as long as ¢ is smooth. As a consequence, (13) and (15) give

- |dX . _

X = ‘dr‘ = |Ju| = VH,| = |G 'p| = 1, (16)
and we can identify the parameter t with arc length along the creeping rays X (u(t)). In this case, the system of
four first-order ODEs (13) can be written as a system of two second-order equations [13],

it + I'},i® + 2T id + Tyi* = 0, (17a)

b+ I}y + 2T + Ty,i* = 0. (17b)
Here I ’.‘.(u) are Christoffel symbols, defined by

Z 2 g}m (gim)j - (gji)m]7

where (g;) = G and (¢"y=G', and subscripts 1 and 2 denote differentiation with respect to u and u,
respectively.
Now if we set it = ¢ = pcosf and v = £ = psin 8, then v = it tan 0, and by differentiating with respect to t,

] .
b=utan0 +u———0. 18
U = iitan +ucos20 (18)

Moreover by (16),



M. Motamed, O. Runborg | Journal of Computational Physics 219 (2006) 276-295 281

cos 0
p=p(u,v,9)=‘J< )

sin

-1

= [X,cos0 +X,sin0| .

Let y:=(u,v,0). Using (18), we get
0=p()7 (),

where

V(y) := (I'}, cos? 0 + 2I'}, cos O'sin 0 + I'}, sin® 0) sin 0 — (I'%, cos® 0 + 2I'2, cos O'sin 0 + I'2, sin” 0) cos 0.

Therefore the system of ODEs (17), for geodesics, reduces to

u p(y)cos 0
o = p)sind | = g(y). (19)
0 p()7V ()

2.2. Phase and amplitude

Let us now derive the ODEs for the surface phase ¢ and amplitude a. As before, we parametrize the creep-
ing ray with the arc length 7 in the physical space. In the surface field associated with the creeping ray (6), the
phase function ¢(u(t)) and the amplitude a(u(t)) of the field vary with the distance 7 along the ray.

From (13) and (195) it follows that the phase of the geodesic satisfies the ODE,

d¢(u(1))

g =V u=Ve-GIVh = Ve[ =1 $(0) = hy(w). (20)

Hence, the phase is the length of the ray.

Now consider a narrow strip of a creeping ray, starting at the incident point Qy on the shadow line and
propagating along a geodesic on the scatterer surface. See Fig. 2.

To determine an equation for the amplitude, we apply the optical form of energy conservation principle in a
small interval from 7 to 7+ dz, [18], and get

4
dr
where do(7) is the width of the strip at distance t from Qy, and o(7) is an attenuation factor. Solving (21) gives

us
a(t) = ap <(i10:)%exp (— /OT a(r)dr), (22)

where ao and dogg are the amplitude and strip width at Q,, respectively. There are thus two parts in this equa-
tion which we can treat separately: the attenuation, represented by the exponential, and the geometrical
spreading of the creeping ray, represented by 51700-

[a(1)’do(x)] = ~22(1)[a(x)’do (1)) 1)

dv—

Q1

Fig. 2. A narrow strip of a creeping ray on the surface.
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2.2.1. Attenuation

We will here show that the attenuation can be obtained by solving an ODE coupled to the geodesic system
(19).
The attenuation factor « is given by [18,20],

1/3
2= exp (iE) (%) = '3
Pe 6 2

Here gy ~ 2.33811 is the smallest positive zero of the Airy function, and p, is the radius of curvature of the
surface with respect to arc length along the ray trajectory, given by [10],

o dx
—TTD,Nu’ de

Here, T is the tangent vector to the surface in the gepdgsics direction, and Du]v = [ﬁ uﬁ »] 1s the Jacobian of the
normal vector N. Note that |T| = 1 by (16). Since 7, N and u are functions of (u,v,0), so is & = a(u,v,6). We
can therefore add the ODE

% =o(u,0,0), p(0)=0, (23)

to the geodesic system (19), and then express the attenuation as

exp (= [ 0)ar ) = exp(-! (o).

Note that f is independent of the frequency w.

Py 7 = (u(x)) = Ju.

2.2.2. Geometrical spreading

To compute the amplitude of the creeping ray from (22), we also need to compute the geometrical spread-
ing. We consider again a narrow strip of a geodesics, as in Fig. 2, and let doo(s) and do(s,7) be the strip width
at the shadow line and at the distance t from the shadow line, respectively.

Set u(s, 7) := u(t), where (u(z),p(r)) is a solution to (13) with the initial data (14) so that u(s,0) = uy(s).
Moreover, let

X(s,7) :=X(u(s,1)).

Then X is the point on the geodesic at the distance 7 from the shadow line, and X o(s) = X (5,0) is the starting
point on the shadow line. Denote the geometrical spreading of the creeping ray at the point X (s, ) in the phys-
ical space by

do(s,t
9(s,1) := d(f(o(s))'
Moreover, let doj, and dg’ be the strip width in the direction of the shadow line, defined by doj, = |)~( os|ds and
do’ = |X,|ds. See Fig. 3. Then we have
doy )N(éI X os
doy [ Xg| ol
do )?TL X,
do' = XX

cos f, = (24)

cosfl = (25)

where the - and s-subscripts denote differentiation along the ray and the shadow line, respectively, and X Lis
orthogonal to X, in the tangent plane to the surface. Since | X, |=| X |= 1 by (16), the geometrical spread-
ing is then computed as,
XX,
,@(S,T) = =" (26)
XE X,



M. Motamed, O. Runborg | Journal of Computational Physics 219 (2006) 276-295 283

Fig. 3. Geometrical spreading of a creeping ray on the surface, starting at the shadow line and ending at the boundary.

We will show how to calculate the right hand side of (26) numerically, below.
2.3. Eulerian formulation

There are a number of drawbacks with Lagrangian methods based on solving the ODEs (19), (20) and (23).
In particular, in the regions where rays diverge or cross, interpolation can be difficult. Instead, we use an Eule-
rian formulation and derive time-independent PDEs, which can be solved on a fixed computational grid.

We introduce the phase space P = R’ x S, where S is the periodic sphere. We consider the triplet
y = (u,v,0) as a point in this space. The geodesics on the scatterer are then confined to a subdomain
Q,=Q xS C P in phase space.

Let us now introduce an unknown function 7 : P — P,

U(y)
Fiy)=1V) | (27)
o)

which is the point where the geodesic starting at u = (u,v) € Q with direction § € S will cross the boundary of
Q,. See Fig. 4. Since F is constant along a geodesic, we have

d du dv de
0 —aF(u(r),v(r),Q(r)) —aFu+aFv+aFe. (28)

Fig. 4. A geodesic in the parameter space. The function F is defined as F(u,v,0) = (U, V, ©), with the notation as in the figure.
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Using (28) and (19), we can write the escape PDE for F as
cosOF, +sin0F, + 7 (y)Fy =0, y€Q,, (29)

with the boundary condition at inflow points, i.e., the points on 0€, at which geodesics are out-going,
F(y)=y, 7€

Note that inflowing characteristics correspond to out-going geodesics.
Now we define a surface phase @ : P — R, such that &(y) is the distance traveled by a geodesic starting at
the point u with direction 0 before it hits the boundary of Q,. Using (20), we can derive the PDE for & as

cos 0P, + sin 0P, + ¥ (y) Py = yEQ, (30)

1
m )
with the boundary condition at inflow points

d(y) =0, 7€,

In the same way we define a function B : P — R as the f-value of a geodesic starting at the point y € Q,
when it hits the boundary of €,. We then use (23) and derive the PDE for B as

cos 0B, +sin 0B, + ¥ (y)By = ) E Qp, (1)
0

with the boundary condition at inflow points
B(y) =0, yecoQymv.
For the geometrical spreading we consider a fixed shadow line y¢(s) = (uo(s), vo(s), Oo(s)) and like in Section
2.2.2 we define
(s, 1) = u(t), B(s,7) =0(z), 0(s,7)=0(c),
where (u,v,0) solves (19) with initial data (u(s),vo(s), Oo(s)). Setting 7 = (u, v, 5) we thus have
7e=8(7),  7(5,0) =p(s),

with g defined in (19).
For a given shadow line, the creeping rays will lie on a submanifold of phase space P which we define as
L(yo) = {7(s,7) : T = 0}. We then introduce the function Q: L(y,) — R as

Q(?(S, T)) = "JQ(& T)'

which is a Eulerian version of the geometrical spreading, restricted to L(y,). We will use the following simple
Lemma.

Lemma 1. The Jacobian D,F(y) € R*>3 has rank two for all y € Q, where it is well-defined. Its null space is
spanned by g(y).

Proof 1. That D,F(y)g(y) =0 is just a restatement of (29). Suppose D,F(y)v =0 and construct a curve
P0(s) C P satistying y9(0) =y and y,(0) = v. Let 7(s,t) be defined for this curve in the same way as above.
Then £ F(yy(s)) = 0 for s =0. Moreover, since D,F(y) is well-defined there is a differentiable function 7(s)
such that F(y,(s)) = 7(s, 7(s)) in a neighborhood of s = 0. Together this means that
d_, ~ i~ i A
02&?(5"7(5)) = VX(O,T(O))—FT (O)Vr(oaf(o)) (32)
s=0

Since —7'(0)7.(0, 7) is a solution to the ODE (7,). = D,g(7)7, for s = 0, uniqueness of ODE solutions implies
that (32) holds for all ¢ > 0, in particular

7:(0,0) +7'(0)7:(0,0) =0 <= v=-7(0)g(y).
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Hence, if v is in the nullspace, then it is parallel to g(y), and the nullspace is thus one-dimensional. [J

In order to compute Q we first find a solution z = z(s, 1) to

D)z = S F(s)). (33)

We note that F(7(s,1)) = F(y,(s)) for all ¢ > 0, so this z satisfies
D,F(7)z = DyF (7)7s-
By Lemma 1 we therefore get
z(s,7) = Vs +0g(y) = 75 + a7,
for some o and since X, = 7’(’77) by (16), we have
(T(G) x N(@,9)] J(@, ) =X (X, +aX,)=X" X,
where Z € R? contains the first two components of z. Consequently, since f(yo(s)) =1,
[T(7) x N(@,)]"J (@,0)Z

00 = X R () o)

(34)

On the boundary, when 7 € 02, we can simplify the computation and avoid solving for z in (33). Let
X : R — R’ be defined by X (s) := X (U(y,(s)), V(y,(s))) with U, V defined in (27). As in the proof of Lemma
1 there is a function 7(s) such that

X(s) = X(s5,2(s)). (35)
After differentiating (35) with respect to s, we get
X,(s) = X.7'(s) + X,.
Therefore, for 7 on the boundary, i.e. 7 = F(y,),
[7(7) x N (@, 0)]' X.(s)
(7% N(uo(s))] Koy

o) = (36)

Note that X (s) can easily be computed from the numerical solution to the PDE (29).
3. Numerical solution of the PDEs

All PDEs (29)—(31) are of the general form
af ,+bf,+cfy=du,v,0), (37)

which are time-independent hyperbolic equations.

In the phase space P, the direction of characteristics at the points on the boundary determines if boundary
conditions are needed at that point. We assign boundary conditions at the points where a characteristic is in-
going. For example a characteristic is in-going if # = p cos f > 0 on the left boundary and if v = psinf > 0 on
the lower boundary. More precisely, suppose €2 is the unit square and —n < 6 < w. Then we prescribe bound-
ary condition on aQip“ﬂ"W given by

ot a0 o< SHUfe= 05 <G Uie =0 0> 0Uie -1, 0<0)

We always use periodic boundary conditions in the 0 direction.

To solve these equations, we use a Fast Marching algorithm, given by Fomel and Sethian [8]. We let
f=(F,®,B) and discretize the phase space domain Q, = Q x S uniformly, setting u; = iAu, v;=jAv and
0r = kA0, with the step sizes Au = Av = { and A0 = 2. Then by solving the PDEs (37), we get the approximate
solution
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Siw = (Fijgs Cijks Bijw) = (F(ui, vy, 0k ), @(ui, v7, 0), B(ui, v, 0r)).
The complexity is ¢(N*log N). See [8] for more details.

4. Post-processing

To extract properties like phase and amplitude for a ray family, post-processing of the solution to the
escape PDEs (37) is needed. It is based on the following simple observation. By the uniqueness of solutions
of ODEs,

F(y) = F(1),
if and only if the points y; and 7, lie on the same geodesic.
As an example, suppose we want to compute the surface phase at a point on the scatterer, when the scat-
terer is illuminated. We assume that the shadow line yo(s) = (uo(s), vo(s), Oo(s)) is known. For each point
(u,v) € Q covered by the surface wave there is at least one creeping ray passing that point starting at the sha-

dow line y¢(s). By the argument above, we can thus find s = s"(u, v) and phase angle 6 = 0*(u, v), as the solution
to

F(7(s)) = F(u,v,0). (38)
The phase at (u,v) is then given by
d)(u? U) = ¢0(u0(s*)) + (p('yO(S*)) - Qi(y*), Y* = (u7 v, 0*)7

with ¢ as in (12). Note that y* is now in the submanifold [ (y,) which was defined in Section 2.3. There may be
multiple solutions (s, 6%) to (38), giving multiple phases.

We now introduce a function 4 : L(y,) — R as the amplitude at the point y € L(y,) on the geodesic starting
at the shadow line yo(s). By (22) we can write

AG") = 40" exp (~}(Bo(s) — BG))

where A, is the amplitude at the point yo(s*), and Q(y") is computed by (34).

The main difficulty here is to solve (38). We now show how to solve it. Since F= (U, V,®) is a point
on the phase space boundary 0Q,, it can be reduced to a point (S, @) in R*. For example in a rectangular
domain Q, Fig. 5, we choose S € [0,2n] along 0Q to be zero at the lower left corner, m at the upper right
corner, and 2m again at the lower left corner. Now the left and right hand sides of (38) are curves in R
parameterized by s and 0, and solving the algebraic equation (38) amounts to finding crossing points of
these curves. See Fig. 5.

)
v A
A
S=mx
S = 3w<2
S
U, v)
6
S:27T u
5=0 S = <2 = S

Fig. 5. Left figure shows a geodesic in a rectangular domain in the parameter space and the choice of S on the boundary. Right figure
shows two crossing curves. One curve is for all points on the shadow line, parameterized by s. The other curve is for a single point in the
parameter space with all directions, parameterized by 0.
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Numerically, we discretize the parameterization of the shadow line in N grid points {s,,}, m=1,..., N.
For each point {uy(s,,)} on the parameter space shadow line, the ray direction 6(s,,) at the shadow line is
computed using the fact that the tangential vector T to the hypersurface at the point y¢(s,,) should be in
the same direction as the incident angle /:

T(o(sm)) = 1. (39)

After obtaining the discretized phase space shadow line {y,(s,,)}, we then interpolate the approximate solution
Jijk (available on a regular grid) to find the approximate solution on the shadow line:

?S‘m = (Trsrm (’is,,,vévm) ~ (F(VO(Sm))a ¢(70(5m))73(70(sm)))-

Having the discretized solution on the shadow line and at the point («,v) € Q for all N directions 6 € [0, 2n], we
then need to find crossing points of two complex lines of N straight line segments. These crossing points will
then be the solutions to (38). The amount of work to do this is proportional to N, by using a monotonic sec-
tions algorithm; see e.g. [27]. For all N? points on the surface the computational cost for finding crossing
points will then be ((N?). The complexity to solve the PDEs using the Fast Marching method is
O(N*logN). Therefore the total complexity will be ¢(N>logN).

If we only need to compute the field for one shadow line, it could be done faster. For example by using wave
front tracking or solvers based on the surface eikonal equation, the complexity is (¢/(N?). But there are appli-
cations when we need the field for many shadow lines. In such cases, using the Fast Marching method can be
much faster. We will show one such application in the next section.

Fig. 6. Ray propagation on the shadow zone of an ellipsoid. Top figures show the creeping rays (left) and iso-phase curves (right) in the
parameter space between two shadow lines. Bottom figure shows the iso-phase curves and the shadow line (bold) in the physical space.
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As an example, in Fig. 6, the iso-phase curves are shown for an ellipsoid illuminated by incident rays in
direction / = [0, 1,0]. In the shadow zone between the two shadow lines, there are either one, two or three
phases. As it can be seen, multiple phases can be captured. The solution here is computed by the Fast March-
ing method on a 120° grid and using the post-processing described above.

(a) (b)

)

NS

-

0 0.4 0.8 1.2 1.6
(a) s (b) u

Fig. 8. Right figure shows all creeping rays starting at the shadow line (dashed) and ending at the boundary. The two bold curves are the
backscattered ray. Left figure shows two curves corresponding to the rays hitting the top and bottom boundaries in the parameter space.
Circles denote the values computed by the Fast Marching method and solid lines denote the values computed by a high order accurate ray
tracing method. The crossing point corresponds to the backscattered ray. (a) F(y(s;)) and F(y(s»)) + C; (b) creeping rays in (u,v) space.
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5. An application to mono-static RCS computations

Mono-static RCS is a measure of backscattered radiation in the direction of incident waves, when an
object is irradiated. Normally most part of it consists of direct reflections, but for not too high frequencies
there are situations where creeping rays can give important contribution [3]. The rays that propagate on the
surface of the scatterer and return in the opposite direction of incident waves are called backscattered creep-
ing rays.

In this section we apply the fast phase space method on a scattering problem and compute the contri-
bution of the backscattered creeping rays to RCS. For simplicity we only consider the amplitude on the
scatterer, ignoring the effect of diffraction coefficients and geometrical spreading outside the scatterer.
We assume that the incoming amplitude is one on the shadow line and compute the backscattered ampli-
tude on the shadow line before the ray leaves the scatterer. We compare the results with standard ray
tracing.

5.1. Scattering problem

As a test case we consider a hypersurface X = X (u,v) which is a patch of an ellipsoid with the following
parametric equations:
X = —rycosu,
y = rysinucosv,
z =r3sinusinv,
where r; =2, r, =1, and r; = 0.5 are the ellipsoid’s semiaxes. Notice that in order to avoid the irregularity at
the points (+r,0,0), we cut off these points from the parameter space.

First, we need to compute the shadow lines on the scatterer. For this hypersurface we can find them ana-
lytically. By (7) and (8), the shadow line corresponding to the incident direction I = [1, 1, 13] is given by

11rar3 COS uo(S) — hrry sin Mo(S) CoS U()(S) — arr sin Mo(S) sin Uo(S) =0.

The ray directions 6(s) at the shadow line are then computed using (39). For example, in Fig. 7 the shadow
line is shown for 7]|[0.9,1,0.1] in physical and parameter space, respectively.

Length

(XSRS
““‘“:‘\\\
Press SN

Fig. 9. Length of the backscattered creeping rays for many illumination angles.
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5.2. Finding the backscattered rays

The goal is to find the length and amplitude of the backscattered creeping rays for different incident angles.
In order to find the backscattered creeping rays, we use post-processing as before. A backscattered ray starting
at point s; and ending at point s, on shadow line should satisfy

F(y(s1)) = F(y(s2)) + C, (40)

where the constant C accounts for the fact that the upper and lower boundaries in the parameter space coin-
cide on the hypersurface. It means that the points with S =, ..., 3n/2 should be changed to S=m/2,...,0
and at the same time their @ values should be added by n. The reason for adding by = is that we need to re-
verse the direction of the geodesic starting at s,. Notice that we only consider the geodesics which hit the upper
and lower boundaries, because the left and right boundaries are indeed artificial boundaries, introduced to
avoid the irregularity.

As before, the right and left hand sides of (40) are curves in R? parameterized by s, and to find the back-
scattered ray we need to find crossing points of these curves. Fig. 8(a) shows the intersecting curves in the
(S, ©)-plane for the points on the shadow line corresponding to geodesics hitting the lower and upper bound-
aries in parameter space, c.f. Fig. 5. Fig. 8(b) shows the creeping rays starting at all N points on the shadow
line and the backscattered ray (bold line).

5.3. Length and amplitude of backscattered ray
The length and amplitude of the backscattered creeping rays are computed by a third order interpolation of

the solution to the PDEs (37). For a given incident direction I = [11, 1, 13], the horizontal and vertical incident
angles are calculated as

Amplitude

Fig. 10. Amplitude of the backscattered creeping rays for many illumination angles for o = 1.
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Fig. 11. The backscattered creeping rays for four different illumination angles and two different frequencies. Left figures show the
backscattered rays in the physical space by bold solid lines. The view direction is in the illumination direction, so that the shadow line is the
outer most curve around the ellipsoid. Right figures show the backscattered rays in the parameter space. Shadow lines here are shown by
dashed lines. The amplitudes for @ = 1 and w = 20 are denoted by a; and ay, respectively. (a) ¥, =0, ¥, =0, length = 2.44, a; = 0.022;
(b) ¥, = 0, Y, = 56, length = 2.43, a; = 0.044; a5 = 2.40 x 107>; (c) Y, = 58, 1> = 0, length = 2.89, a; = 0.010; azp = 6.84 x 1075, (d) ¥, =
58, Y, = 56, length = 2.16, a; = 0.012; a0 = 8.73 x 10°°.
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1 1
Y, = arctan <1), W, = arctan (3>
I 15)

They vary from —60° to 60°. Fig. 9 shows the length for different incident angles.

For computing the geometrical spreading, we again use the fact that the upper and lower boundaries of the
doman Q in the parameter space coincide on the hypersurface. Therefore, one can consider a new domain €
consisting of two domains Q on top of each other, connected by the boundary v = 0. The creeping ray starting
at the point y(s;) in the upper domain continues in the lower domain and hits the shadow line at the point
7(s2) = 7(s2) + C, with C = (0,—2m, 7). Now, let F be the escape location and direction on 9Q for the
extended doman Q. We will have F(y(s)) = F(F(y(s;)) + C) — C and F(3(sy)) = F(7(s2) + C) — C where
C = (0,27,0). We can then use (34) to compute the geometrical spreading O(7(s,)) at the point J(s,) from
the starting point y(s;) The amplitude is computed by

A(7(2)) = A (1))(Q((52))) 7 exp (=0} (B(s1) + B()(s2))) ).

Fig. 10 shows the amplitude for different incident angles. For some incident angles, the geometrical spreading
of the creeping ray becomes zero, These rays are called caustic backscattered creeping rays, and their amplitude
is infinite at the shawod line. However, away from the scatterer their contribution is bounded because of geo-
metrical spreading outside the scatterer. Note that in Fig. 10 the amplitudes larger than a certain value are not
shown.

Fig. 11 shows the backscattered creeping rays in the physical and parameter space for four different incident
directions.

5.4. Convergence and complexity

We use a first order Fast Marching algorithm. Fig. 12 shows the length &(u, 7, t/2) obtained using a coarse
mesh of the size 60° and a fine mesh of the size 120°. We compare the solution with a reference solution
obtained by a high order accurate Ray tracing method. It confirms the first order accuracy of the Fast March-
ing algorithm.

3.8
— Ray tracing
\ - - FM - fine grid
L 1 FM - coarse grid
34 |
S 37 |
26 |
2.2 ‘ ‘ ‘
0 1 2 ’

Fig. 12. The length &(u, m, %) obtained using Fast Marching on a coarse and fine grid. They converge to a reference solution obtained by a
high order solver using Ray tracing.
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Fig. 13. Length and amplitude (at @ = 1) of the backscattered ray for different horizontal incident angles ; and a fixed vertical incident
angle 1, = 6. Solutions of Fast Marching algorithm converge to a reference solution obtained by Ray tracing as we use a finer grid. (a)
Length; (b) amplitude

The convergence of the length and amplitude (at w = 1) of the backscattered creeping ray is shown in
Fig. 13 for a fixed vertical incident angle y, = 6° and different horizontal incident angles ;. Although the rel-
ative error is worse for the amplitude than for the phase, the rate of convergence confirms the first-order accu-
racy of the method. The accuracy of amplitude can be improved either by using a higher order fast marching
method or by computing the geometrical spreading Q directly by using another ODE instead of numerically
differentiating the functions U and V" with respect to u, v and 6 to compute X(s) in (36) as done in [17,31].

The complexity of using the fast phase space method proposed here consists of two parts. First, the cost of
solving the PDEs by the Fast Marching method is ¢(N*log N). Second, the cost of finding the backscattered
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rays for each shadow line is (N). For all N* shadow lines, it is /(N*). Therefore the total complexity will be
O(N*logN). The total cost by using other methods, like wave front tracking and solvers based on the surface
eikonal equation, will be (N*), if the cost for each shadow line is (/(N?). In this case, using the Fast Marching
method will then be much faster.

6. Conclusion

We have presented a new phase space method for computing creeping rays in an Eulerian framework. We
have formulated the ray propagation problem as a set of time-independent PDEs in a three-dimensional phase
space. To solve the PDEs we have used a first-order fast marching method. Properties like phase and ampli-
tude for a ray family as well as wavefronts can be extracted through a fast post-processing. The method is
computationally attractive when the solution is sought for many different sources but with the same index
of refraction, for example in RCS computations.

In this paper, the surface is assumed to be represented by a single parameterization. In future work, we plan
to extend the method to be applicable to more complicated and realistic geometries which can be represented
by multiple parameterizations. The information can then be extracted by combining multi-patches through a
post-processing. Moreover, we will use a higher order method in order to increase the accuracy.
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Abstract.We present a multiple-patch phase space method for computing trajectories on two-dimensional
manifolds possibly embedded in a higher-dimensional space. The dynamics of trajectories are given by
systems of ordinary differential equations (ODEs). We split the manifold into multiple patches where each
patch has a well-defined regular parameterization. The ODEs are formulated as escape equations, which are
hyperbolic partial differential equations (PDEs) in a three-dimensional phase space. The escape equations
are solved in each patch, individually. The solutions of individual patches are then connected using suitable
inter-patch boundary conditions. Properties for particular families of trajectories are obtained through a
fast post-processing.

We apply the method to two different problems: the creeping ray contribution to mono-static radar cross
section computations and the multivalued travel-time of seismic waves in multi-layered media. We present
numerical examples to illustrate the accuracy and efficiency of the method.

Keywords. ODEs on a manifold; Phase space method; Escape equations; High frequency wave propagation;
Geodesics; Creeping rays; Seismic waves; Travel-time

1 Introduction

We want to compute trajectories on two-dimensional compact manifolds possibly embedded
in a higher-dimensional space. The dynamics of the trajectories we consider are given by
systems of ODEs in a phase space. In many problems, we need to compute a large number
of trajectories. In other words, the dynamical systems of ODEs need to be integrated for
many different initial conditions. Examples include geodesics computation in computational
geometry [11], robotics [2] and the theory of general relativity.

Our motivation for this comes from high frequency wave propagation problems. We
consider the problem of scattering of a time-harmonic incident field by a bounded scatterer
D. We split the total field into an incident and a scattered field. The scattered field in the
region outside D is given by the Helmholtz equation,

AW + n(x)?w*W = 0, x € R*\ D, (1)

where n(x) is the index of refraction, and w is the angular frequency. We can impose either
a Dirichlet, Neumann or Robin boundary condition on the boundary of the scatterer 0D
and the Sommerfeld radiation condition at infinity.

The computational cost of direct numerical simulations of (1) grows algebraically with
the frequency. Therefore, at high frequencies, numerical methods based on approximations
of (1) are needed.

Geometrical optics (GO), for example, considers simple waves,

W(x) ~ a(x)e“?™) x € R%, (2)



when w — oo. The amplitude a(x) and the phase function ¢(x) depend only mildly on w,
and the computational cost will then be independent of w. GO can be formulated either as
PDEs for ¢ and a, known as eikonal and transport equations, respectively, or as a system of
ordinary differential equations (ODEs).

Geometrical theory of diffraction (GTD), [18] is a correction to the GO approximations by
adding diffraction effects. One type of diffracted rays are creeping rays which are generated
at the shadow line of the scatterer and propagate along geodesics on the surface, continuously
shedding diffracted rays in their tangential direction. A wave field, associated to a creeping
ray, is generated on the surface

W,(u) = a(u)e“*™, (3)

where ¢(u) and a(u) are surface phase and amplitude and u € R? is a parameterization of
the surface. The creeping rays are related to (3) in the same way as the standard GO rays
are related to (2). Similar to GO rays, creeping rays can also be formulated either as PDEs
or as a system of ODEs. There are two different approaches to compute the standard GO
and creeping rays and the associated wave fields in (2) and (3); Lagrangian and Eulerian
methods. Lagrangian methods are based on ODEs. The simplest Lagrangian method is
standard ray tracing [6, 24, 13, 29] which gives the phase and amplitude solution along a
ray. Interpolation must then be applied to obtain the solution everywhere. But, in regions
where rays cross or diverge this can be rather difficult. The interpolation can be simplified
by using wave front methods [38, 10]. In these methods, instead of individual rays, an
interface representing a wave front is evolved. Eulerian methods, on the other hand, are
based on PDEs. The PDEs are discretized on fixed computational grids to control accuracy
everywhere, and there is no problem with interpolation. The simplest Eulerian methods
solves the eikonal and transport equations [37, 36, 8, 20]. However, these equations only give
the correct solution when it is a single wave. In the case of crossing waves, more elaborate
schemes have been devised based on a third formulation of geometrical optics as a kinetic
equation set in phase space. A survey of this research effort, in the free space GO case, is
given in [7, 31, 25]. In the surface ray case, see [26, 39] for some recent works.

Fomel and Sethian [9] presented a fast phase space method for computing solutions of
static Hamilton-Jacobi equations in phase space. Their method is based on escape equations
which are time-independent PDEs in a three-dimensional phase space. The PDE solutions,
computed by a fast marching method, give the information for all trajectories from all
possible starting configurations.

Recently, the authors extended the fast phase space method [26] to efficiently computing
all possible creeping rays on a hypersurface. The escape solutions contains information
for all incident angles. The phase and amplitude of the field are then extracted by a fast
post-processing. This method is computationally attractive when the solution is sought for
many different sources but with the same index of refraction, for example for computing the
mono-static radar cross section (RCS). The computational cost of solving the PDEs is less
than tracing all rays individually. If the surface is discretized by N? points the complexity
is O(N3log N), which is close to optimal. In the mono-static RCS case, direct ray tracing
would cost O(N*) if a comparable number of incidence angles (N?) and rays per angle (N)
are considered.

However, it is only applicable for the scatterer surfaces with simple geometries. It assumes
that the surface is represented by a single parameterization, and therefore surfaces with



coordinate singularities cannot be treated, and the singularity has to be excised. Most
scatterer surfaces with complicated geometries, for example, cannot be represented by a
single non-singular explicit parameterization. This problem can be resolved by splitting the
scatterer surface into several simpler surfaces with explicit parameterizations. These multiple
patches collectively cover the scatterer surface in a non-singular manner. Moreover, one can
get other benefits by this way:

1. Smaller gradients in the solution by refining the patches with higher varying velocity
coefficients.

2. Possibility to parallelize, since the patches can be handled independently.
3. Less internal memory needed.

4. Using the possible symmetry of the scatterer (for example for an ellipsoid).

In this paper, we consider a two-dimensional compact manifold M embedded in R? and
compute trajectories on the manifold. We first consider the case when the manifold is
represented by a single regular parameterization and modify the fast phase space method
9, 26] to a more general class of problems. Second, we consider the case when the manifold
is represented by an atlas of charts and modify the single-patch phase space method to this
case. In both cases, dynamics of trajectories are given by systems of first-order ODEs.

Multiple-patch (or multi-block) finite difference schemes have long been used in compu-
tational science. They are a sub-class of domain decomposition methods for solving PDEs
by iteratively solving sub-problems on smaller sub-domains [5]. However, the scheme pre-
sented here is not based on iterations. Another domain decomposition method related to
the multiple-patch algorithm is the slowness matching Eulerian method [34], where local
single-valued solutions of the eikonal equations are patched together by slowness matching
to obtain a global, multi-valued traveltime field.

In Section 2, we give the governing equations describing the dynamics of trajectories
on two classes of compact manifolds: the manifolds which can be represented by a single
regular parameterization and the manifolds which are described by an atlas of charts. The
construction of the single and multiple-patch schemes are described in Section 3 and 4,
respectively. In Section 5 and 6, we present applications in computing creeping rays and
seismic waves, together with sample numerical results from a prototype implementation of
the scheme.

2 Governing Equations

Consider a two-dimensional compact manifold M embedded in R?. We want to compute
trajectories on the manifold. Since we are interested in applications to wave propagation
problems, it is natural to consider the trajectories as rays, and we will use this terminology
henceforth.

We consider two cases: when the manifold is represented by a single regular parameteri-
zation, and when the manifold is represented by an atlas of charts. In both cases, dynamics
of rays are given by systems of three first-order ODEs describing the rate of change of the
rays’ location and direction along the ray trajectories.



2.1 Single-Patch Manifolds

First, assume that the manifold can be represented by a regular parameterization x = X (u),
where x € M, and the parameters u = (u,v) belong to a set  C R?. Note that if M is a
hypersurface or a plane embedded in R3, then x = (z,v, z) € R?, and if M is a plane in R?,
then x = (z,y) € R%

We introduce the phase space P = R? x S, where S = [0,27], and consider the triplet
v = (u,v,0) as a point in this space. Let the rays be given by a system of three ODEs

where the dot denotes differentiation with respect to the parameter 7 being the arc length
along the rays, and g = (g1, g2, g3) is a given three-vector function which is periodic in 6 € S.
The ray trajectories on M are then confined to a subdomain €2, = Q2 xS C P in phase space.
Note that the parameter values u = (u, v) represent the rays’ location X (u) on M, and the
angle 6 represents the direction of the rays.

Remark 1. A generic Hamiltonian system with Hamiltonian H(u,p) in four-dimensional
space QX R?, with p € R?, can typically be reduced to the form (4). Here, 0 can, for instance,
be an angle representing the direction of vector p. For example, if H = |p|*> + V(u) = C,
one can reduce it by setting

p=(C—V(u)"?(cos sinh)’,
where C' is determined by initial data. See also Section 5 and Section 6 for more examples.

Moreover, let any information transporting along the rays, represented by a (possibly
vector-valued) function (3(7), be given by a more general system of the form

ﬁ:a(’yaﬁ)a (5)

where a(7, 3) is some given function. For example, when [ is the length of the ray, we have
a=1.

2.2 Multiple-Patch Manifolds

There are two main classes of problems for which representing the manifold by a single
parameterization is not applicable: the manifolds which cannot be described by a single
regular parameterization due to singularities, e.g. an airplane surface, and the manifolds
with different (discontinuous) material properties, e.g. earth consisting of materials with
different seismic velocities. The former is of topological and geometrical nature related to
the underlying manifold, and the latter is more special application oriented.

We therefore, secondly, consider the more general case when M is described by an atlas of
charts (M, w;), with j =1,..., P, where the sets M; collectively cover M, and the mapping
w; + M; — € is bijective. In particular, we assume that €2 is the unit square and M; are
patches with parametric equations

x = X;(u): [0,1]> = M; C R%,

and the mappings are w; = X;'. Then M = U; w; ([0, 1]%). Note that although the sets are
closed, we still consider M as an atlas. We assume further that the patches stick together



along their sides (patch boundaries) and denote the side between two connected patches M;
and M; by S;;. Note that it is possible to have j = j’, for instance when M is a torus.
When j # j', we have S;;; = M; N M. It is also possible that a patch does not share a side
with another patch, for example, if the manifold has boundary (e.g. a finite cylinder). We
denote such a side by Sy; which belongs only to M;. Denote the set of all sides by S.

For each patch with the id number j, let the rays be given by a system of three equations
set in €2,,

7 =180, (6)

where g; = (g1, 4, gé) is a given three-vector function. Note that g; may be different for
different j. As before, the systems (6) are natural structures for Hamiltonian systems on
four-dimensional spaces Q x R? with Hamiltonian H;(u, p) whose order are reduced by one.

Correspondingly, let any information transporting along the rays, represented by a (pos-
sibly vector-valued) function 3(7), be given by a system of the form

6205]'(775)7 (7>

where a;(, ) is a given function.

A main difference between the numerical methods for the single patch representation
of the manifold and the multiple-patch case is that in the latter we need to connect the
solutions of adjacent patches and impose suitable conditions at the inter-patch boundaries.
In order to treat this problem, we need to introduce a global space, which is bijective with
the space Zp x §2,, and in which the boundary conditions are defined and can easily be
handled. Here Zp = {1,2,..., P}. We first note that by our assumptions above, there is a
bijective mapping between (j,u) € Zp x 2 and x € M, except when x is at patch boundaries
(x € Sj;). Now, let T5x M be the tangent plane (the set of tangent vectors) to M at point
x € M and TM = J,,,; TxM be the tangent bundle of M. The dimension of T'M is twice
the dimension of M. An element of TM is a pair I' := (x,q) where x € M and q € Ty M.
We consider the unit tangent bundle UT'M of M which contains all unit-normed tangent
vectors (||q|| = 1). Note that UT'M is a three-dimensional manifold embedded in R?.

We now want to prove that the unit tangent bundle UT'M is in fact the global manifold
which is bijective with the space Zp x §2,. But, before the proof, we notice that, by construc-
tion, for each point I' = (x,q) € UT M, there is a well-defined patch id number j = J(I'),
except when x is on patch boundaries. We extend this function also to the patch boundaries
as follows:

e if x € Sj; and q |f Sjj, then J(I') = lim.o argmin, dist(x + eq, M;), which means
that J(T") is the id of the patch into which the ray starting at I" enters.

e if x € Sj; and q || S, then J(I') = max(j, j').

Where by q || Sj;/, we mean that q is parallel to the patch boundary in an interval around
x € Sjjr. Therefore in this case, I' belongs to both UT'M; and UTMj/, and we can choose
either of 5/ and j' as the value of the function J(I'). In order to have a well-defined function,
we choose the larger one. Moreover, if x is at a corner sharing several patches j,j’, 7", ...,
and q is parallel to S;;,, we again choose J(I') = max(j, j).

We now prove the following Lemma.



Lemma 1. Suppose the Jacobian J; = DyX; € R™? has full rank for all (j,u) € Zp x Q.
For each j there is then a bijective mapping W; : UT'M; — Q, given by W;(T') = -, where

_ Jj(w;(x))5(0) 3(0) = cos f
U= s (me

I = (x.q). ) o= w.0).  ®

Moreover, there is a bijective mapping between (j,v) € Zp x €, and I' = (x,q) € UT M.

Proof. First assume that x € M; and q € UT\M;. Since the mapping w; = Xj_l is bijective,
there is u such that X;(u) = x, given by u = w;(x). Moreover, since the Jacobian .J;(u) has
full rank, its columns span the tangent plane at x, and since q belongs to this plane, there
exists a solution 6 to

@O (o
OEC (9)

The second statement follows since J(I") is well-defined for all I' € UT'M. This proves the
lemma. O

Note that the atlas of charts (UT'M;, W;) describe the space UT'M = |J; VVj_l(Qp).
Figure 1 shows a schematic representation of the two-dimensional manifold M, the three-
dimensional space UT'M and the corresponding bijective mappings to the parameter space

(2 and phase space (2,,.
M % UTM
wj Wj
Q

Q

Figure 1: A schematic representation of the two-dimensional manifold M embedded in R? and the three-
dimensional space UT'M embedded in R??. The bijective mappings w; and W; map a chart j of these
manifolds to the two-dimensional parameter space €2 and the three-dimensional phase space €2, respectively.

2.2.1 Boundary Conditions

We may have different boundary conditions at the patch boundaries. In some problems, the
rays are continuous at the patch boundaries. Such problems include geodesics and creeping
rays computations on a hypersurafce with constant index of refraction. In these problems,
the boundary conditions are determined easily by the continuity of rays. In some problems,
the rays may not be continuous at the patch boundaries. For example, seismic propagation
in a multi-layered media with different seismic velocities is such a problem, in which the
boundary conditions are determined by Snell’s law of refraction or the law of reflection.



As was mentioned before, the inter-patch boundary conditions are given in physical space
in terms of I' € UTM, rather than in terms of v € Q,. Let I' = (x,q), where x € S;;
and j' = J(I') # j, which means that the ray arrives at the side S;; from patch M;. The
inter-patch boundary condition at Sj; is given by,

I'=L;(I),

where L£;; is some known function, and I = (x,q) € UTM (- For example, depending
on the ray arriving at the side S;;; from patch M;, we may have the following boundary
conditions:

e if the ray is continuous, then £;; is the identity function

X=X, q=4q.
e if the ray is refracted, then 3
x=x, q=S8(x,9).
e if the ray is reflected, then B
x=%, q=R(x,q).

Here, the functions S and R are determined by Snell’s law of refraction and the law of
reflection, respectively. See Section 6.2 for more details.

In the next two sections, we present a patch-based phase space method for computing ray
trajectories on manifolds. First, we consider the case when the manifold is represented by a
single parameterization and construct a single-patch phase space method based on writing
the systems (4-5) in a Eulerian framework. Next, we consider a wider class of manifolds which
are represented by multiple parameterizations and introduce a multiple-patch phase space
method based on solving the Eulerian version of systems (6-7) in each patch and connecting
the solutions of individual patches using suitable inter-patch boundary conditions. In both
methods, properties for particular ray families are obtained through a fast post-processing.

3 Single-Patch Phase Space Scheme

We consider the case when the two-dimensional manifold M embedded in R? is represented by
a single regular parameterization. The objective is to compute the ray trajectories together
with the information transported along them on M. First, the system of ODEs (4) and (5),
describing rays and other information, are formulated as time-independent Eulerian PDEs
in phase space. These equations are then solved numerically on a fixed computational grid.
The solution to the PDEs is post-processed to extract information for a particular family of
rays.

3.1 Mathematical Formulation

We consider a ray J(7) satisfying (4), starting at 5(0) = v = (u,v,6) € Q, and ending at
the boundary 09, = 02 x S. We call this end point (U, V,0) € 02, the escape point of the
ray. See Figure 2. We then define three types of unknown escape functions for this ray, as
follows:



o [':P— P F(vy)=(U,V,0) is the escape point.
e & :P — R is the length of the ray. We also refer to this as the travel-time of the ray.

e B : P — R is a function representing a relation between the 3-values at the escape and
starting points, where /3 satisfies (5).

o0

wv), e

Figure 2: A ray trajectory in the parameter space, starting at v = (u,v,6) € Q, and ending at the escape
point F(v) = (U,V,0) € 09,.

Each escape function f(7) of the above types satisfies an ODE,

< 127)) = h(3(7), F+(7), ©

where the forcing term h is 0, 1 and «a(v, f) for f = F, f = ® and f = B, respectively.
Using the chain rule, the escape PDE for each escape function f(v) reads

gl(’}/) fu+g2(7) fv+g3(7) f@zh(’ya.f)a 7691)’ (10)

with the boundary condition at inflow points of 9€2,,,
f) =0, yeaqtr, oot = {y e d,|n(y) gly) <0},

with n being the outward normal vector in the phase space.

Note that for the first two types of escape functions f = F and f = ®, the boundary
value b is v and 0, respectively. For the third type f = B, if for instance B is the difference
or ratio between -values at the escape and starting points, the boundary value are b = 0 or
b =1, respectively.

The escape equation (10) is a linear hyperbolic equation, and the variable velocity coef-
ficients g = (g1, g2, g3) are known and determine the characteristic direction at every point
v € Q.

One important property of the solutions to the escape PDEs is that they are in general
discontinuous due to discontinuous boundary conditions. This happens, for example, when
a characteristic touches a boundary tangentially, such that at some points on the plane the
characteristic is in-going, and suddenly it becomes out-going.



3.2 Numerical Solution of the escape PDEs

We now want to solve (10) numerically. We discretize the phase space domain €2, = Q X S
uniformly, setting u; = iAu, v; = jAv and 0, = kA, with the step sizes Au = Av = % and
A = %’T, assuming (2 is the unit square. Moreover, let f;;, approximate an escape function
f(ul-, Vs, Hk)

In addition to the boundary condition at inflow points, since the function f is periodic in
0, we use periodic boundary conditions,

fu,0,0) = f(u,v,2m),

as numerical boundary conditions.

There are different methods for solving the escape equation (10). One way is to discretize
the PDEs in the phase space using a finite difference, finite volume or finite element approxi-
mation and arrive at a system of linear equations Af = b, where A is a N x N® matrix with
a sparse structure and b € RY” represents the boundary conditions. This system can then
be solved iteratively, and one can speed up the computations using suitable preconditioners
[12, 4]. However, in the case that characteristics change direction many times in the phase
space domain, it is difficult to find good preconditioners.

Another way to solve the escape equations is to write them as

it o futafotgsfo=nh,

and solve these time-dependent equations until the steady state f, = 0. This method can be
seen as an iterative method. Finding a fast algorithm which is not much restricted by the
CFL condition is analogous to finding a good preconditioner in the iterative method.

Yet, another way to solve the equation (10) is to compute the approximate solution
fiji using a ray tracing method, which traces back along the characteristic to the initial
boundary from each grid point (7, j, k). The main drawback with this method is that it will
be expensive, because one needs to trace back all N? points in the domain all the way to
the boundary.

Instead, we use a Fast Marching algorithm, given by Fomel and Sethian [9]. A similar
method in two-dimensional space was also proposed in [16]. The basic idea of the algorithm
is to march the solution outwards from the boundary and use the characteristic directions
to update grid values. Note that in the algorithm, we always also compute ®;;;, besides f;;.

First, the grid points are divided into three classes:

o Accepted: the correct values of f;;;, and ®,j; have been computed.

e Considered: adjacent to Accepted for which f;;, and ®;;;, have already been computed,
but may be corrected by a later computation.

e [ar: the correct values of f;j; and ®;;;, are not known.
The major steps of the algorithm are then as follows:

0. Start with all nodes (u;, vj, 0)) € Q, in Far, and assign ®,;; at these nodes a large value.
This large value needs to be greater than the length (travel-time) of every possible ray in
the computational domain. Put the boundary nodes (u;, v;,0y) € 8annﬁ°w in Accepted,
and assign f;jx and ®;j; at these nodes the correct boundary values. Put all nodes



adjacent to Accepted, for which the characteristic' at that node points back to the
boundary, in Considered. Each Considered node is then given a value by using a local
cell characteristic method.

1. Take the Considered node with the smallest arrival time ®;;;, as Accepted.
2. Find the octant toward which the characteristic going through that node points.

3. For each neighboring grid point in the octant which is not Accepted use the local cell
characteristic method to (possibly) compute new values for f;;; and ®;;,. In the case
we can compute new values for a Far node, put it in Considered.

4. Loop to step 1 until all points are Accepted.

Since in [9] the local cell characteristic method, used in steps 0 and 3 of the algorithm, is
not discussed, we will here describe a version of first and second order local cell-based ray
tracing methods using a local linear and parabolic ray tracing and the Taylor expansion of
the trajectory near the starting point.

Consider a grid cell in €2,,, and assume we want to compute the value of f;;; at a corner
of this cell, knowing the correct values of f at some neighboring grid points. The output
of the local ray tracing would be either a new value for f;;; or no new value, depending on
whether the neighboring points, to which the characteristic points back, are Accepted or not.
See Figure 3.

Let 7 be the arc length parameterization along the characteristic (7). We start at
7(0) = (u;,vj,0;), where we want to compute a possibly new value, and trace backwards
along the characteristic to intersect a cell face at v(7*), 7 < 0. We Taylor expand f near
the starting point,

7_*2 d2
2 dr?
with local truncation error O(7*%) &~ O(Au?). Note that < f(v(0)) and %f(v(O)) in (11)
are given by:

fOy(r) = f(2(0) + 77 C%f(v(o)) + (4(0)) + O(*), (11)

diif@(o)) = h((0), F(7(0))),
L0 = Th(+(0), 7+(0))
= g(7(0)) - V,h(7(0), F(7(0))) + s (7(0), F(7(0))) h(7(0), F(7(0))).

Therefore, to find f(v(0)), with accuracy of O(7**), we need to know 7* and f(y(7*)). Note

that for f = F and f = @, since LF(y(7)) = 0 and £®(y(7)) = 1, the expansion (11)
reduces to

F(y(m7) = F(7(0)), (12)

(y(r7)) = 2((0)) + 77 (13)

1We approximate the characteristic by a piecewise linear curve for a first order method and piecewise parabolic for a second
order method.
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3.2.1 First Order Method

We assume that characteristics are linear in each cell. Therefore, we can write

1) mor+ oy, 01=7(0), 02=75(0)=g(7(0)).

Note that o; and o9 are known. There are six possible planes, © = u;41, v = vj11 and
0 = 0,41, which this line can intersect. We, therefore, get six crossing points 7,..., 7g,
which are solutions of six linear equations. It is then clear that 7% = max, <o 7;. Knowing
the crossing face and the crossing point v(7*), we continue as follows:

a. If all four points of the cell face are Accepted, use these points to interpolate a value of
f(7v(7*)). Then use the first two terms of the Taylor expansion (11) to compute a new
value for fi;x = f(7(0)). Note that we need to solve a (possibly) nonlinear algebraic
equation, when h depends on f,

F(0) = f(r (7)) = 77 h(1(0), f(7(0))).

Put this node in Considered. Since the method is first order, a two dimensional bilinear
interpolation is used. See Figure 3.

b. If no points on the cell face are Accepted, do not update the value.

c. Else, continue tracing along the characteristic until either (a) or (b) occurs. Note
that each time the characteristic enters a new cell, the new starting point needs to be
updated.

O Considered
@® Accepted

Figure 3: A grid cell in ,. Point A is updated by tracing the characteristic back to point B and interpolating
from the accepted values. Here, points A and B correspond to v(0) and ~y(7*), respectively.

3.2.2 Second Order Method

We assume that characteristics are parabolic in each cell and write

W) R Tt o =9(0), 0=3(0), 03= 23(0) = 3 DA(0)(0)
Note that o1, 09 and o3 are known. In this case, there are nine possible cell faces which
can intersect this parabola; u = u;, v = v;, = 0, and the six faces in the linear case. By
intersecting the parabola with the faces, we get nine crossing points 7,..., 7y, which are
solutions of simple quadratic equations. We then get 7* = max,,.o7; and continue in the
following way:

11



a. Pick the crossing face and eight faces around it in the same plane, sharing sixteen grid
points in total. If all sixteen points are Accepted, use these points to interpolate a value
of f(y(7*)). Then use the first three terms of the Taylor expansion (11) to compute a
new value for f;;; = f(7(0)). Note that, again, we need to solve a (possibly) nonlinear
algebraic equation, when h depends on f,

™% d

F((0)) = F(y(77) = 77 h(1(0), F(4(0))) = == 2= (7(0), (2(0)))-

Put this node in Considered. Because the solution can be discontinuous, we use a
version of two dimensional essentially non-oscillatory (ENO) interpolation based on
Newton divided differences and the Newton formulation of the interpolation polynomial.
Among four points in each dimension, we pick up either the left three or the right three
points which have a smaller divided difference and use a second order polynomial. See
[33].

b. If no points on the cell face are Accepted, do not update the value.

c. Else, continue tracing along the characteristic until either (a) or (b) occurs. Note
that each time the characteristic enters a new cell, the new starting point needs to be
updated.

The algorithm is a one-pass algorithm and is of complexity O(N3log N). Note that we
use heap sort algorithm for extracting the smallest arrival time ®;;, of Considered nodes
and for inserting new updated values of Considered nodes. There is however no proof of
convergence for the method.

3.3 Post-Processing

Solutions of the escape PDEs (10) give the escape point, length and other information for
rays with all possible starting points in the phase space. These solutions need to be post-
processed to extract properties for a ray family.

As an example, suppose we want to compute the length of the ray between two points
u; and uy in the parameter space €. We first observe that F'(y;) = F(72), if and only if the
points 7; and 5 lie on the same ray. We can thus find #; and 6, as the solution to

F(u1,91) :F(UQ,QQ). (14)

The length is then given by |®(uy, 61) — P (us, 6;)|. Note that there may be multiple solutions
to (14), giving multiple lengths. If uy € 092, the expression simplifies to solving

(U(uy, 61),V(uy, 1)) = ug, (15)

for 0; to get the length ®(uy,6,).

To solve (14), we note that since F' = (U,V,0) € 09, is a point on the phase space
boundary, it can be reduced to a point (S, 0) in R?, where S represents the escape location
on the boundary 99Q. For example if Q = [0,1]?, we can choose S € [0,2 7] along 9 such
that S = 0, S = 7 and S = 27 for (U,V) = (0,0), (U,V) = (1,1) and (U,V) = (0,0),
respectively. The left and right hand sides of (14) are then curves in R? parameterized by 6,
and 6y, and solving the algebraic equation (14) amounts to finding crossing points of these
curves.

12



Having the discrete solutions at the points u; and uy for all NV directions, we then need
to find crossing points of two complex lines of N straight line segments as the solutions
to (14). This can be done with a complexity of O(N); see e.g. [35]. We note that in
the case that a second order method for solving the escape equations is used, the linear
intersection algorithm will not affect second order accuracy of the method. In fact, the
intersection algorithm is performed only to find the intersection’s neighboring points. We
use a higher order interpolation to compute the initial angles #; and 6y and the escape
functions corresponding to these angles. The complexity of finding the ray length between
one fixed source point and all other N? points in € is then O(N?), and the total complexity,
including solving the escape PDEs, will therefore be O(N3log N). This is expensive for
computing this so called travel-time field for only one source point. For example by using
wave front tracking or solvers based on the surface eikonal equation, the complexity is O(N?).
However, if the solutions are sought for many source points, the phase space method can be
more efficient. See Section 5 for such an example.

4 Multiple-Patch Phase Space Scheme

We now consider the more complicated and realistic case when the manifold M cannot be
represented by one regular parameterization. We let M be described by an atlas of charts
or multiple patches and want to compute the ray trajectories together with the information
transported along them on the manifold. First, the system of ODEs (6) and (7) in each
chart (patch) are formulated as time-independent Eulerian PDEs and solved numerically on
a fixed computational grid in phase space. The solutions to the PDEs in each chart are
then connected using suitable inter-patch boundary conditions. Information for a particular
family of rays are then extracted through a fast post-processing.

We describe the multiple-patch scheme and the key design choices in such a scheme,
including the number and shape of patches, the treatment of inter-patch boundaries and the
choice of escape boundary.

4.1 Multiple-Patch Construction

We first want to define a function F for the multiple patch case that corresponds to the single
patch solution F' described in Section 3. Let R be some curve in M, representing an escape
boundary. We consider a ray starting at a point I' € UT'M and define F(I') : UTM — UTM
as mapping the point I" to another point in the space UT M where the projection of the ray
onto M first crosses R (assuming such a point exists).

If the compact manifold has a boundary (e.g. a finite cylinder), we let this be the escape
boundary, similar to the case of a single-patch manifold. Hence, R = Uj Soj. However,
for a compact boundaryless manifold (e.g. a sphere or a torus), there is no obvious escape
boundary, as in the single patch case. In this case we will let

R = U Sjj/ cS (16)

(44")CR

be the escape boundary, where R is some index set, to be determined (see below).
To compute F(I"), we first recall that, by construction, for each point I' = (x,q) € UT' M,
there is a well-defined patch id number j = J(I') and a well-defined mapping W; : UT'M; —
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Q.

Now, suppose Fj(y) are the solutions to the escape PDE (10), with f = F, in Q, cor-
responding to each patch with j = 1,..., P. The function F(I') is then given recursively
by 3

To=T, (17)

and while %,, ¢ R, where T, = (X, Gn),
J= j(fn)a Fn—l—l = Wj_le(Wj(fn>>v j/ = j(rn-i-l)? f”'i'l = Ejj'(rn‘i'l)’ (18>

where L;;/ is the operator representing the inter-patch boundary conditions between patches
M; and M;. Then F(I') = I+, where n* is the smallest index for which x,- € R.

Remark 2. If the rays are continuous at the patch boundaries, Lj; will be the identity
function (an =T',11). From the above recursive formula, it is easy to see that, in order to
compute the function F for all points in UT M it is enough to know the escape PDE solutions
F; in all patches and the patch transfer functions T, = Wj/Wj_l at all sides connecting two
patches M; and M. Note that these transfer functions can be easily calculated from the
mappings W;. As an example, in Section 5, we will discuss the computation of creeping rays
which are continuous at patch boundaries.

If the rays are not continuous at the patch boundaries, each time they pass a boundary,
the coordinates of I'o1 may change (i1 # Uni1). It happens when, for example, the
rays change their direction as they enter another patch with different properties. The patch
transfer functions are then changed to Tj; = Wy L Wj_l. Here, transfer functions are
again easily calculated from the mappings W; and the inter-patch boundary conditions. We
will consider such examples in Section 6, where the rays change direction according to Snell’s
law of refraction and the law of reflection.

Similar to F(I'), we can define the functions ®(I') and B(I") in UT'M for the multiple
patch case corresponding to the single patch functions ® and B described in Section 3.
Assuming ®;(y) and B,(y) are the solutions to the escape PDE (10), with f = & and
f = B, respectively, in ), corresponding to each patch with j =1,..., P, we can write

n*—1

() = &;(W;(T)),

with j and T, as in (17)-(18), and

n*—1

B(I) = > B;(W;(T)),

n=0
if B is, for example, the difference between (3-values at I',,» and I'y, and

n*—1

B(I) = [] B;(W;(Tw)),

n=0

if B represents, for example, the ratio between [-values.
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4.2 Post-Processing

Suppose we want to compute the length of a ray connecting two points x; € M, and
Xy € Mj,. In order to find this ray, if the manifold has a boundary, we let this be the escape
boundary, and the post-processing is similar to the single patch case with F' replaced by
F. In the case of a boundaryless manifold, we choose the boundaries of M;, as the escape
boundary R. We then find F (Wﬂl(wjl (x1),61)) for all directions 6; € S.

We now modify the function F(I') by F,(I"), where n is the number of times which the
ray starting at I' hits the escape boundary. It is therefore obvious that F;(I') = F(I'"). In
the case where the rays at the patch boundaries are continuous, we have,

F,(I)=FoF-. o F(). (19)
n times
In general, the boundary function £;;; must be applied in composition too. Analogously, we
can define functions ®,, and B,,.
For all directions 6, € S we then find F,, (I/Vj;l(wj2 (X2),62)). Since we do not know how
many times the ray, which starts at xs and passes through x;, hits R, we need to find F,,

for several values n = 1,2,.... See Figure 4 for three different cases where n is 1, 2 and 3.
Mj’ Mj/ Mj'
: M; M;
(@) n=1, (j1 =j2 = J) (b) n=2, (j1 =4, j2=3") (¢) n =3, (j1 =j2 = J)

Figure 4: Two neighboring patches M; and M;,. The ray (dashed curve) starting at x, and passing through
X1, hits the escape boundary R (thick curves) n times. Here, three different cases are shown where n is 1, 2
and 3.

We then find 6, 65 and n as the solutions to the algebraic equations
F (W, (w),(x1),61)) = Fo (W, (w5, (x2),65)) , (20)

analogous to (14) in the single-patch case. There will be at most four systems of equations
corresponding to four sides of patch Mj,, for each value of n. The solutions to (20) can be
computed by finding intersections of four sets of possibly crossing curves.

The length is then given by

@ (W5, (1) = @a (W5, (12)],
with y1 = (wj, (x1),61) and 7o = (wj,(x2), 02).
4.3 Number and Shape of Patches and Parameterizations

One of the key design choices in such a multiple-patch scheme is the choice of patches and
parameterizations. The important things are:
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1. Patches should cover the physical domain with nonsingular parameterizations.

2. Parameterizations should have small coordinate distortions to make finite differencing
accurate.

3. The right hand side h(7, f) in the escape PDEs should be well resolved by the patch
discretization.

Remark 3. Using overlapping patches, one can possibly reduce the number of patches. How-
ever, the objective in this work has not been optimizing the number of patches.

4.4 Choosing Escape Boundary

Another key design choice is the choice of escape boundary. Two things are important about
R, and R:

1. The projection of each ray, which is of interest, onto M should cross R at some point.
Otherwise F(I") is not well defined for all points. It is not obvious how to verify this
rigorously. Having nonzero coefficients, g(v) # 0, everywhere is a necessary condition,
but it is still possible to have rays that never reaches a given boundary, see e.g. [23].

2. If the compact manifold has a boundary, we can choose this as the escape boundary,
similar to the single-patch manifold.

4.5 Limitations and Extra Problems
There are a couple of difficulties and problems:

1. In some cases, one cannot capture all rays of interest by only one choice of escape
boundary. Different choices of escape boundary might be needed. A good implemen-
tation of the algorithm will then be the one which considers different combinations of
patch boundaries as the escape boundary. Note that this is done in post-processing and
does not require recomputation of the f; solutions.

2. When a ray hits an inter-patch boundary, in order to find the escape solution at this
point, we need to interpolate the discrete solutions computed on a fixed grid. The
interpolation can be difficult if a ray is tangent to the inter-patch boundary. One possible
way to overcome such a problem is to use overlapping patches. Another possibility is
to choose another atlas of charts for the manifold.

5 Application to Creeping Ray Computations

Creeping rays are a type of diffracted rays which are generated at the shadow line* of the
scatterer and propagate along geodesic paths on the scatterer surface. On a perfectly con-
ducting convex body, they attenuate along their propagation path by tangentially shedding
diffracted rays and losing energy. On a concave scatterer, they propagate on the surface and
importantly, in the absence of dissipation, experience no attenuation.

The study of creeping rays is important in many high frequency problems, such as design
of sophisticated and conformal antennas [19], antenna coupling problems [21], radar cross

2Shadow line or horizon is the locus of the points at which the incident rays are tangent to the scatterer surface.
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section (RCS) computations [3, 19, 32, 26] and control of scattering properties of metallic
structures coated with dielectric materials [28, 1, 22, 27].

In this section, we consider the application of the multiple-patch phase space method to
computing creeping rays. Here, the computational domain is a scatterer surface which is a
two-dimensional hypersurface embedded in R®. We split the surface into multiple patches
represented by different parameterizations. The escape PDEs describing creeping rays are
solved in each patch, individually. The creeping rays on the scatterer are then computed by
connecting all individual solutions. The inter-patch boundaries are treated by the continuity
of characteristics.

We first consider the case when the scatterer surface has a regular explicit parameteri-
zation and write the governing equations for computing creeping rays. We then discuss the
multiple-patch scheme and give two numerical examples where the contribution of creeping
rays to mono-static RCS is computed.

5.1 Governing Equations

We consider a scatterer surface with a regular explicit parameterization, represented by
x = X (u), where x = (7,7, 2) € R3, and the parameters u = (u,v) belong to a set  C R2
Let the scatterer be illuminated by incident rays in a direction denoted by a normalized
vector I = [u1,19,13]. We assume that the shadow line ug(s) is represented by a curve in
parameter space, with s being the arc length parameterization. The objective is to compute
the geodesic paths on the scatterer surface together with the phase and amplitude of the
wave field of creeping rays generated on the scatterer.

According to Keller and Lewis [17], the surface phase satisfies the surface eikonal equation,

Vol =n, (21)

where n(u) is the index of refraction at the surface, and V is the surface gradient, defined
as

Vo:=JG Ve, G=J"J  J=[X,X,)eR>
u, 0,

We can write (21) as a Hamilton-Jacobi equation H(u, V¢) = 0, with the Hamiltonian
1 _ n?*(u
Hnp) = p ¢ wp - Y 2

Note that in the case n = constant, the rays associated with the surface eikonal equation
(21) are geodesics, or shortest paths between two points on the surface. Henceforth, we will
assume n = 1.

We write (without derivation) the set of equations which are used in computing creeping
rays and are obtained by reducing the order of the Hamiltonian system corresponding to
(22) by one. For derivations see [26].

A geodesic on the surface is uniquely characterized by its location, (u,v), and direction,
0. Letting v := (u, v, 0), the geodesics satisfy the system of ODEs (4) with

p(7) cosb

g(v)=| p(y)sind |. (23)
(V) V(7)
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The parameter 7 is the arc length along the geodesic in the physical space, and
p=plu,v,0)= ‘Xu cosf + X, sin@‘_l ,

V(y) = (T}, cos? 0 + 2T}, cos @ sin O + ', sin” ) sin 60—
(I'2, cos® 6 + 2I'2, cos O sin O + I'3, sin? 6) cos 6,

where T'¥(u) are Christoffel symbols.
Moreover, we know that the phase ¢ is the length of the ray, given by (5) with 8 = ¢ and
a = 1, and the amplitude a is computed by,

a(r) = aoQ(s,7) 7 exp (—w'*5(7)) (24)

where qq is the amplitude at the starting point on the shadow line, Q(s, 7) is the geometrical
spreading at distance 7 from the starting point, and ((7) is a function representing the
attenuation factor given by (5) with

@ 7 (p ()" -
a(y) = () exp <Z6 ( 5 ) ) . qo =~ 2.33811. (25)

Here p,(7) is the radius of curvature of the surface along the ray trajectory. We then let the
escape function B be the difference between the -values at the escape and starting points.
All escape functions F', & and B satisfy equation (10), with the right hand side h being 0,
1 and a given by (25), respectively.

In order to compute the amplitude, in addition to 3, we need also to compute geometrical
spreading. We set (s, 7) := u(7), with (s,0) = uo(s) and let X(s,7) := X (u(s,7)) be
a point on the geodesic at the distance 7 from the starting point Xo(s) = X(s,0) on the
shadow line. The geometrical spreading of the creeping ray at X (s, 7) in the physical space
is given by, [26],

s, 7) = =2 =*% (26)

We consider a fixed shadow line vo(s) = (uo($), vo($), 6(s)) and define 5(s, 7) := (1), where
7 solves (4) with initial data yo(s). Let L(v) = {%(s,7) : 7 > 0} be a sub-manifold of
phase space P on which the creeping rays generated at 7y(s) lie. The Eulerian version of the
geometrical spreading @ : L(y9) — R, restricted to (7o) and defined as Q(7(s, 7)) := Q(s, T)
is then given by

O (@02 p_ g (27)
)] Xos(s)

. [T(3) x N(a,
QA) = T x N (uos

where z = z(s, 7) is a solution to

d

D,F(F)z = -F((s). (28)

For 4 on the boundary, i.e. ¥ = F'(7), the formula (27) can be simplified as,

[7'(7) x N(@9)]" X(s)

[T x N (o) Xon (29)

Q) =
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where X : R — R3 is defined by X (s) := X (U(70(s)), V(70(s))).

Note that X,(s) in (29) and D, F(%) and F,(ve(s)) in (28) can be computed by numerically
differentiating the solution to the PDEs in (10) with f = F, as was done in [26]. Instead,
one can also directly compute X, in (26) by adding other ODEs to the geodesic system (4)
as follows: First, we note that Xy = Ju,. We then differentiate (4) with respect to s and
derive the following ODE system

’Lys = D’yg ’?sa ’?S(Sv O) = '3/05(5)- (30)

By solving this ODE, u, and therefore X, can be computed. One can also write the escape
PDE for (30) in the same way as before and post-process the phase space solution.

5.2 Multiple-Patch Scheme

We now split the scatterer surface M into several simpler surfaces with explicit regular
parameterizations. As before, let M be given by an atlas of charts (M;,w;), where the
patches M; C R® have the parametric equations x = X;(u) : [0,1]> — M; and collectively
cover M. Moreover, the mappings w; = )_(j_l : M; — [0,1]? are bijective.

Since on a geodesic T in (27) has unit length, we can consider the unit tangent bundle
UTM of M as the global space. Note that UT'M is a three-dimensional manifold embedded
in R® By Lemma 1, there is therefore a bijective mapping W; : UT'M; — , for each j,
defined by W;(I') = v, with v and I as in (8).

Knowing the bijective mappings w; and W}, and the solution to the escape PDEs in each
patch, F;, ®; and B;, we can compute the multiple-patch escape functions F, ® and B as
described in Section 4.1.

5.3 Post-Processing

In order to compute phase and amplitude of a ray family, post-processing of the solutions to
the escape PDEs (10) is needed.

For a given illumination direction, assume that the shadow line is known and given by
['o(s) in the unit tangent bundle UTM. For each point x € M, covered by the surface
wave, there is at least one creeping ray which starts at the shadow line and passes through
that point. In order to find this ray, assuming the scatterer surface is boundaryless, we first
choose the escape boundary R as the boundaries of M;. Note that in the case of a surface
with boundary, we choose its boundary as the escape boundary, and the post-processing will
be similar to the single-patch case discussed in [26]. We then find F (VVj_l(wj (x),0)) for all
directions 6 € S. Moreover, for all points on the shadow line we find F,, (I'y(s)), defined by
(19), with n = 1,2,.... We then find s = s*, § = §* and n = n* as the solutions to the
algebraic equations

F (W) (u;(x),0)) = F, (To(s)). (31)

J
analogous to (14) in the single-patch case. There will be at most four systems of equations
corresponding to four sides of patch M, for each value of n. The solutions to (31) can be
computed by finding intersections of four sets of possibly crossing curves.
Now we can use (28) to compute z with vy = W, (I'o(s*)) and ¥ = (w,(x),0*) where
Jjo = J(o(s*)). Note that F(5) and F(yy) in the left and right hand sides of (28) are
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replaced by W;(F (W_1(~))) and W; (F,, s*)))
Q (%) at point x will be therefore computed by (27

$(w;j(x)) = o + (W, (70)) — B(W; (7)),

, respectively. The geometrical spreading
), and phase and amplitude are given by

AG) = 40 Q) F ex =t (BOV () - BOV () ).

where ¢ and Ay are the phase and amplitude at the point v, respectively.

5.4 Example 1 - A Scalene Ellipsoid

We consider the scatterer surfaces to be a scalene ellipsoid (an ellipsoid with different semi-
axes) and apply the multiple-patch phase space method to compute the contribution of
backscattered creeping rays to mono-static RCS, i.e., the rays that propagate on the surface
of the scatterer and return in the opposite direction of incident waves. We assume that
the incoming amplitudes are one at attachment points on the shadow line and compute the
backscattered amplitude at detachment points on the shadow line. We also compute the
length of the backscattered rays.
We consider an ellipsoid given by
22 22
? + ﬁ —|— —- = 1,
with a = 2, b =1 and ¢ = 0.5. Since there is no single non-singular parameterization for the
ellipsoid, we split it into six patches with non-singular parameterizations (see Figure 5) and
solve for f(7) in each patch, as described in Section 3.2.
In order to find the backscattered creeping ray by post-processing, we first choose the
escape boundary consisting of six sides, as highlighted in Figure 6. We then continue as
follows,

~

0. Given a pair of incident angles (¥;,¥,) € [0,90]%, find the incident direction I =
[sin Wy cos Wy, cos Wy cos Wq, sin Wy).

1. Find the shadow line vo(s) = (ug(s),0o(s)) in the phase space €2, using the relations

NTI=0and T(y(s)) = I in patch j(s). Let the parameterization of the shadow line
be discretized in N grid points {s,} withn =1,..., N.

2. For each point on the shadow line find F (VV](S )(’70(8”))> as discussed in Section 4.1.

3. A backscattered ray starting at attachment point s, and ending at detachment point
sq on the shadow line should satisfy

F (W, ((s)) = F (W,'(0(54))) + C.

where j, = j(sq.) and jq = j(s4), and C' is a constant accounting for the fact that the
directions of creeping rays starting at s, and s, differ by a 7 on the escape boundary.
The right and left hand sides of this equation can be represented as six sets of curves
in R? parameterized by s, corresponding to six sides of the escape boundary. To find
the backscattered ray we need to find crossing points of these curves, as is done in the
single patch case.
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Figure 5: Upper left figure shows an ellipsoid with a single patch parameterization which is singular at two
poles. Upper right figure shows the ellipsoid divided into 6 patches. Note that the singularities have been
removed using non-singular multiple parameterizations. Lower figure shows the structure of patches and
patch boundaries in parameter space. Patches j = 1,...,6 correspond to left, front, up, right, back and
down patches, respectively. These 6 patches share 12 sides in total, shown with italic numbers.

4. For each crossing point, there is a pair of backscattered rays (two backscattered rays
lying on top of each other); one starting at point s, and ending at point sy, the other
starting at point s; and ending at point s,. Although these two rays have the same
lengths, they do not have the same geometrical spreading and therefore not the same
amplitude. Compute two geometrical spreadings as described in Section 5.3 with vy =
v(sq) and ¥ = 7(s,) for the first backscattered ray and vy = y(s,) and 7 = (s4) for
the second one.

5. The length and amplitudes are then computed as,
¢=@([,,) +®([,,), Lo =W '(r(s0), Ts =W (7(s4)),

A1 = Q(¥(52)) 7 exp (—wé (B(r.,) + B<F8d>>)’
)
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Figure 6: The ellipsoid with its patch boundaries. Thick lines show the escape boundary.

Figure 7 shows the backscattered rays for two different incident angles. There are three
pairs of backscattered rays which can be detected by the algorithm. Every two rays of each
pair lie on top of each other.

. W e

Figure 7: Left figure shows the backscattered creeping rays (thick curves) for ¥; = 30 and ¥5 = 0. Right
figure shows the backscattered creeping rays for ¥; = 30 and Wo = 10. Thin curves represent the shadow
lines.

We notice that in [26], because of using a single patch and excising the singularity at
two poles, only the shortest backscattered ray could be captured. Figure 8 shows the length
and amplitudes of the shortest backscattered ray for different incident angles, with w = 1.
The peaks in the amplitude correspond to caustic backscattered creeping rays which have
infinite amplitudes. Such rays are particularly important in near-field RCS computations.
However, in far-field RCS, due to the the geometrical spreading outside the scatterer, their
contribution may not be as important.

Figure 9 shows the convergence of length and amplitudes of the backscattered creeping
ray for a fixed vertical angle Wy = 70 and different horizontal incident angles ¥, € [—90, 90].
We use a second order Fast Marching algorithm on a coarse grid of the size 50° and a fine
grid of the size 1003. We compare them with a reference solution obtained by a high order
ray tracing method. The rate of convergence confirms the second order accuracy of the
algorithm. We note that comparing to the results in [26], where a first order algorithm was
used, the accuracy of amplitude has been improved dramatically. It shows that using a first
order accurate method for computing the phase and amplitude results in a worse relative

22



N
'Im&z\\

<(H '
0.1
1 \_\}\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\_\\"\\
0 i \\\\\\\)“\‘\%\“\‘\{\\\\\\m\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\)\\\\\\\\‘ R B
I A i il
9 \‘\‘H i R ‘u ! Ll
T L Il A
\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\Q‘\“\ “\\\&\\“\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\
\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\ i “‘\“\\“\{‘\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\
6 \\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\&g\“\\“\\“\“ \“\“\\\“\\gm\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\
\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\{‘\g\“\\“\\“\“\“\“\\ \ \“\“\“\“\\“\\“\“&{‘\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\
\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\ “‘\“\““\“\“““\\\\ \\\“\“\“\“\\“\“\“‘{\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\
\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\“““““\“““““ \ LTI T
\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\{‘“\‘“\“\“‘\\“\“ AR ‘“\\\\\\\\\\\\\Q{%““\“\\“\“““““““‘““““‘
3 L Al
\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\N“ggg}}{}\\ il | “}}}}}}{}}g}mw\\\\\\\\\\\\\\\\\\\\\\\\\\\\
\§§3;§\{g{§{3;3{{{{{{{};\‘\:\\“\“\“\\“\\\\9&%}\ ‘ m\\\\\\\\\\\\\t\\R{RRRR%\%{{‘&&%R“%{\
\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\ I \l \\\\“\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\
\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\ ) AN \\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\
\ \\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\ iy I
‘3{{““Q\&§\§\\\\\\\\\\\\\\\\\\\\\\\\\\\m\“ }}“{Q{{m&g\\\\\\\\\\\\\\\\\\\\\\\\§\§§§§§§R§§§§§§\
b L L
2 \\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\ N AN

AN (g

QI

N

\%}mw\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\

S \\\\\\)3\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\

N TR
AR

AR \\\\\\\\\\\\\\\\\\\\\)\\\\\\\\“
\\\\\\\\{\{N}\\\}\}\\\\\\\\\\\\\\\\\\\‘v N
R

U \ \ \\\\“‘“““‘\“‘“““““‘“‘\ i \
6 \\\\\\\\\\\\\\\\\\“\\\\\“\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\&‘“““‘““‘““‘“““““‘“

\ Ay \
\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\“\\\\\\\\\\\\\“\\\\\“\\\\\
\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\

\\\\\\\\\\\\\“\“\\“\“\\\\\\\\“\\\\\\\\\\\\\\“\\\\w“\\\\\\\\\\\“\\\\\“\\\\\\\“\\“\\\\\\\\“\\\\\\\\“\\\\\\\\\\\“\\\\\\\\“\\\\\\\\“\“\\\\“\\\\\\\\m\
0 \\m\m\\\\\\\\\w\\\mw\\\\\\\\\\\w\\\\\\\\\\\\\“\“\\\\\\\\\\\1\\\“\\\\\\\\“\\\\1\\\“\\“\www\mw“w\\\m\‘\}\“\\m‘\\‘;\“‘g‘“\{“‘“\y‘“&‘\l“
A\ \\\\m\\\\\\\\\“\\\\\\“\\\\\\\“\\“\\\\\\\\\\\“\\\“\\\\\\ \\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\“\“\\“\“\\w& Y
! _\\‘\\\\\g\\\\\\\m\\\\\\\\\\\\“\\\\\\\\\\\“\“\1\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\“\\\\\\\\\\\\\\\\m\\w‘“‘“ TR
» “\w\\\\\\\“\\\\\“\“\\\\\\\\\\\“\\\\\\\\\\\\\\\\\\w\\\\\\\\\\w\\\\\ i {

i \\\m\\\m\“\\“\\\\\\\\\m \

LU R
\ \\\\“\\\\\\\\\\\\\\\“\\\\\\\\\\“\\\\\\\\\\\\\\\\\\\\\\\\\\\“\“\“\‘“‘
I

\\\\\\\\“\“\\\\\\\\\\\\\ W

N AU

\!

A

.

| (AN w\\\“\\\“\ I

Ay Il »’31%‘&‘%%“l“\“‘\‘“§}%%%{%}%\“R\&“\«\mww«“\w R
\\“\\\\\\\\\\\\\\\\\\ i \\\w\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\“\\\\g“ A Y

3 \\\\\“\\\\\\\“\\\\\\\\\\\\\\\\\\ | ‘\1\\“\\\\\\\\“\\“\\\\\\\\\\\“\“\“\\3‘“\\\ Al i A
o TR A
“\“‘\\“\}\\‘\\}‘N\“&“\N&\,\,\\»\ il \“\“\\\WNW“\\\N“\\“ i U
‘R&&}\}}S}}R}{\}m}\&‘&"‘“ it \\\“\\\\\\\\\\\\\\\“\\\\\\\\“\\\\\\\\\\\\\\\\\\\\\\“
TR R

3
N i il
TR m\\\\\\\\\\\“\\\\\\\\\““\“‘\\“\\W“\“\\w\\\\w\\\w\\\w\\\\&\}“\ \
N “\\\\\E\‘Nﬁ\“R&\“1{}\\“\{}\}{N}\{}%&l\%&%\“\‘@%&“&%\“ﬂu\\w R M
w\\\\\\\“\\\\\\\w“;w\\\\\“\\“\w\\\\\“\;\\\\\\\\\\\\\“\\\\\\\\\\\“\}\\\\\Q\\\“\\\\\\\\\ Hain
N

L \\)}'A\\\\\\\\\\\\\\\\\\\\\\
AN
TR

i TR

il

I
\ NG
\\“\\\\“\\\\m\\\\\\\\\\\\\ \ Y
RO “\\\\\\\\“\\\\“\\\\\“\“\\\\\\\\\\\“\\“\\\\“\ i
\\\\\\\\\\“\\\\*\}\\\{“\\\\\\\\“\\\\\\\\\\\“\\\\\\\\“\\\\\\\\\\\\\\\\\“&“&“\
\\\\\\\“\\\\\\\\“\“\\\\\\\\\\\\\\\“\\\\“\\“\\\\\\\\\\\\\\“\\\\\\\\\\\\\\“\“\ i I
LU \\\\\\\“\\\\\\\\“\\\\\“\\\\“\\\\\\\\\\\\\\\\\\“\\\\\\\\\\\“\1\\\“\\\\\\\\\\\\\\ ‘“\“\“‘\“\“\‘“ g
\ m\\\\m\w\‘“\\k‘ﬁm‘\“\“‘“‘1%QNQNR}}&‘G‘\%‘%%\1W“‘\\SN&\%\%%1N\‘%ﬁ\“\lk‘“‘l%\“\mm\“\\“\“\“\m\“\\\\
\“\\\\\\\\\\\\\\\\\\\\“\\“\\\\\“\\\\\\\\\\\“\\\\“\\“\w\\\\\\\w\\\\\\\“\\\\\\\\“\\\\\\\\\\\“\\\\\\\\\\\“\\\\\“\\\\“\\\\\\\\\\\\\\\“\\\\\\\\\\\\\\\\\\\\\
\\\\\\“\\“\\\\\\\\\\\“‘\\\“\\“\“\\\\“\\\\\\\\“\\“\\\\“\\“\\\\“\\“

\\\\\“\W\\\\\\\\\\\\\W\\\\“\\\\\\\\“\“\\\\“\\“\\\“\\“\“\\\“\\\“\“\\“\\“\\\

0 30 60 90

Figure 8:
: Length a
nd ampli
plitudes (wi
ithw=1
) of backscattered creepin
g rays for many i
ny illuminati
ion angles.

23



error for the amplitude than for the phase. Therefore, higher order algorithms are required
to obtain low relative errors for the amplitude, as observed also in [30].

The complexity of using the fast phase space method proposed here consists of two parts.
First, the cost of solving the PDEs by the Fast Marching method is O(N3log N). Second, the
cost of finding the backscattered rays for each shadow line is O(N). For all N? shadow lines,
it is O(N3). Therefore the total complexity will be O(N3log N). The total cost by using
other methods, like wave front tracking and solvers based on the surface eikonal equation,
will be O(N*), if the cost for each shadow line is O(N?). In this case, using the phase space
method will then be much faster.

Remark 4. A graph structure can be useful for a general computer implementation. The
topology of the surface can be described by a graph, in which each patch is a node and the
edges go between connected patches. Figure 10a shows the graph corresponding to the ellipsoid
divided into six patches which are connected through twelve sides (see Figure 5). The graph
therefore has six nodes and twelve edges.

We can also introduce another topology graph, in which the nodes are the sides of the
patches and the edges correspond to the patches themselves. Each node (side) is therefore
connected to six other nodes through two patches which are connected by that side. See
Figure 10b. This structure can be useful for imposing inter-patch boundary conditions and
computing F.

5.5 Example 2 - A Balloon

We consider a balloon-shape surface consisting of a hemisphere in the positive side of the
z-axis, centered at the origin and with radius r, and the surface created by rotating the part
of parabola z? = 2r(r —y) over the interval —v/2r < z < 0 about the z-axis. This is a simple
smooth version of the cone-hemisphere studied in [3] as a model for low-observable objects
where creeping rays are important for RCS. We divide this surface into six patches, as shown
in Figure 11; The hemisphere is split into five patches j = 1,...,5, and the parabolic part
is represented by one patch j = 6. We excise the singularity at the vertex of the balloon by
cutting it off. The lower boundary of patch j = 6 will therefore be an excision boundary and
is not considered as a patch boundary. We also partition the upper boundary of patch 7 =6
into four boundaries connecting to lower boundaries of patches 7 = 1,...,4. Note that the
left and right boundaries of patch j = 6 are in fact the same. Therefore, there are in total
thirteen sides connecting six patches. See Figure 11.

Since the surface is symmetric about the z-axis, we consider a fixed horizontal incident
angle W, = 90, and due to symmetry about the yz-plane, we consider the vertical angles
U, € [-90,90]. Figure 12 shows the backscattered rays for two different incident angles
VU, = 40 and ¥, = —40. For positive vertical incident angles, there are four pairs of
backscattered rays which can be detected by the algorithm. Two of them are symmetric
and have the same length and amplitudes. For negative vertical incident angles, only one
backscattered ray can be captured. We notice that in the case Wy = 90, there will be
infinitely many backscattered rays which results in high observability of the object in this
incident direction. On the other hand, for W5 = —90, there will be no backscattered ray
because we have excised the vertex. In fact even if we did not excise it, all creeping rays
would go to the vertex and diffract in different directions.
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Figure 9: Length and amplitude (with w = 1) of the backscattered creeping rays for different horizontal
incident angles and a fixed vertical angle ¥y = 70. By refining the grid, solutions of the second order phase
space algorithm converge to a reference solution obtained by a high order ray tracing method with a correct
rate. Right figures show zoomed views of left figures.
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(a)

Figure 10: Representation of an ellipsoid divided into 6 patches by two different graph structures. Left figure
shows the graph with 6 nodes and 12 edges. Here, the nodes 1 to 6 denotes the left, front, up, right, back
and down patches, respectively. Right figure shows the graph with 12 nodes and 72 edges.

(a) (b)

Figure 11: Left figure shows the balloon divided into 6 patches. Right figure shows the structure of patches
and patch boundaries in parameter space. Patches 7 = 1,...,6 correspond to front, right, back, left, up and
down patches, respectively. These 6 patches share 13 sides in total, shown with italic numbers.

Figure 13 shows the length and amplitude of backscattered rays in a polar coordinate
system for all incident directions ¥ € [0,360]. The angles ¥ € [0,90] in the polar system
correspond to Wy € [0, —90], and the angles ¥ € [270, 360] correspond to ¥y € [90,0]. The
values for W € [90,270] are then calculated using the symmetry of the surface about the
yz-plane.
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Figure 12: Backscattered creeping rays (thick curves) for Uy = 40 (left figure) and ¥y = —40 (right figure).
Thin curves represent the shadow lines.

6 Application to Seismic Wave Computations

The inhomogeneity of earth causes deflection and reflection of seismic waves. The numerical
study of seismic wave propagations, therefore, helps us to learn about the inhomogeneous
structure of earth, which is important in direct and inverse problems of seismology and
seismic exploration of oil.

In this section, we apply the multiple-patch phase space method to compute the travel-
time of seismic rays. We consider a two-dimensional multi-layered medium whose different
layers have different wave speeds. We split the medium into multiple patches corresponding
to different layers. The escape PDEs describing seismic waves are solved in each patch,
individually. The travel-time of the waves in the medium are then computed by connecting
all individual solutions. The inter-patch boundaries are treated by Snell’s law and the law
of reflection.

We first consider the case when the medium has a regular explicit parameterization and
derive the governing equations. We then discuss the multiple-patch scheme and give a
numerical example for computing the travel-times.

6.1 Governing Equations

Consider a two-dimensional medium M represented by parametric equations x = X (u),
where x = (z,y) € M C R? and u = (u,v) € Q C R?.
The phase ¢ of the wave satisfies the eikonal equation,

Vo] = n(x), (32)

which is a Hamilton-Jacobi equation. The Hamiltonian for the eikonal equation can be
written in the form

H(x,p) = c(x)|p| =1, (33)

where ¢(x) = 1/n(x) is the wave speed and p = V¢. Introducing the arc length parameter
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Figure 13: Length and amplitude (with w = 1) of the backscattered creeping rays for all illumination
directions ¥ € [0,360]. Upper left and right figures show the length and amplitude of the backscattered
rays, respectively. There are four pairs of rays among which two (illustrated by o) are symmetric. Note
that at U = 90 (U5 = —90), there will be no backscattered ray because all creeping rays go to the vertex
and diffract in different directions. At ¥ = 270 (¥ = 90), however, there are infinitely many backscattered
rays resulting in high observability of the object in this incident direction, and therefore the values are not
shown. Because of the excision, the longest backscattered ray (illustrated by Xx) can be captured only for
U € 220, 320] (U3 > 40). Bottom figure shows the total amplitude, A;o; = /A3 + A% + A2 + AZ, of all four
backscattered creeping rays.

7, a ray trajectory (u(7),p(7)) in Q x R? is given by the Hamiltonian system

X = c(x P _ A(x a
b= ~Ip| Vaclx) = -2 (310)
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where the dot denotes differentiation with respect 7.
Since x = J(u) u with the Jacobian J = [X, X,] € R?*?| we have

u=Ju)x=c*(X(u)J ' (u)p. (35)

Moreover, inspired by |p| = Tlxy we set p= (p1,p2)| = C(lx) (cosf,sinf)". Differentiating p

with respect to 7, we get

_ V-t % cosf — —L-sinf o
p= c(x) c(x) g ) (36)
ch(lx) -X sin @ + Tlx) cosf 6

By (34) and (36), we get 6 = ¢, (x) sin §—c,(x) cos §. Therefore, setting v := (u,v,0) € Q,,
the function g(y) in (4) will be

c(X(u)) (g™ cos + g'? sin0)
g(y)=| c(X(u))(g* cosf +g*sinf) |, (37)
cx(X(u))sing — ¢, (X (u)) cosé

X
X

where (¢g") = J7'(u). Note that since x || p by (34), the angle @ represents the direction of
the ray trajectory at x in the physical space. Moreover, with our choice of Hamiltonian,

p ) ppfefx(r)) = 1.

o(x(7)) = Vo(x(7)) - %(7) = D

implying that ¢ corresponds to travel-time.

6.2 Multiple-Patch Scheme

We assume that the physical domain, representing a medium, is a two-dimensional compact
manifold M C R? with boundary. Since the wave speed distribution in a multi-layered
inhomogeneous medium is not continuous, it is natural to split the medium to different
patches with continuous wave speed distributions. We now let M be described by an atlas
of charts (M;, w;) as before. The three-dimensional unit tangent bundle UT'M is embedded
in R%. In this case, there is an easier way to represent UTM by simplifying the mapping
W; : UTM; — Q, to be W;(I') =, where

sin 6

D= (xq) q=506)= ( cos ) = (). 0). (38)

In the same way as before, we can define and compute multiple-patch escape functions
F(I') and ®(I"). However, here the rays are not continuous at the patch-boundaries due to
the change of the wave speed at these points. When a ray passes the boundary between two
layers (two neighboring patches) with different wave speeds, part of the ray is reflected (by
the law of reflection), and part of it is refracted or transmitted into the second layer (by
Snell’s law of refraction). At each interface, therefore, the ray field splits into two new ray
families, one reflected and one transmitted.

Figure 14a shows the reflection and refraction of a ray at the interface between two media
of different wave speeds, with ¢;, > cg. The law of reflection gives the relation between the
angles of incidence (6;,.) and of reflection (6,.y) as

Oinec = Orey. (39)

29



The relation between the angles of incidence and of refraction (6;.) for a ray crossing a
boundary between different media is given by Snell’s law
sinb;,. cr

T (40)

sin 0, CR

When a ray moves from a dense to a less dense medium (¢ < cg), Snell’s law cannot
be used to calculate the refracted angle if sin 6, = sin6;,. (cg/cy) > 1. At this point, the
ray is reflected in the incident medium, known as internal reflection. There is therefore
a critical angle (6.,) for which the ray travels directly along the surface between the two
refractive media. The critical angle is found by Snell’s law, putting in a transmitted angle
of 90 degrees. This gives:

0., = arcsin R (41)
CL
For any angle of incidence larger than the critical angle (0;,. > 0..), the ray is totally
reflected off the interface, obeying the law of reflection. This phenomena is called total
internal reflection. See Figure 14b.

(a)

Figure 14: Reflection and refraction of a ray at the interface between two media of different wave speeds.
Left figure shows the reflection and refraction when ¢y, > cg. Right figure shows the internal reflection when
oinc Z ocr-

From (39)-(41), we can easily find the inter-patch boundary functions S and R discussed
in Section 2.2.1. Post-processing in this case is similar to that of the single-patch case,
because the escape boundary that we chose coincides with the external boundary of the
medium.

Note that the inter-patch boundary conditions above can be seen as a way to preserve the
Hamiltonian (33) for a ray across the patch boundary. In cases where the discontinuity in ¢(x)
is not aligned with the patch boundary, the solution of the escape equations is not unique.
Uniqueness can however be recovered by enforcing the extra condition that solutions should
be continuous along constant Hamiltonian paths also inside the patches. This is the idea of
so called Hamiltonian-preserving methods developed in [14, 15]. These methods capture the
effect of a discontinuous ¢(x) on uniform grids not aligned with the discontinuity.

6.3 Example 3 - A Multi-Layered Medium

We consider a multi-layered medium M = [0,6]? consisting of three layers with different
wave speeds (see Figure 15):
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e Top layer: ci(z,y) =1+ 0.05(z —3)%2+0.25y,

3
I+e—((@=3)2+(@y=3)2)

e Bottom layer:  c3(x,y) =054+ 0.2+ 0.5y.

e Middle layer: ca(z,y) =

0.5

Figure 15: The medium consisting of three layers and grey scale plot of the wave speed field.

We want to compute multivalued travel-time of seismic rays in the medium from a given
source point xy on the boundary. We split the medium into three patches corresponding to
the three layers, as shown in Figure 15. The escape equations for the escape point F' and
the travel-time ® are derived and solved in each patch.

In order to find the travel-time with a given source point by post-processing, we first
choose the four outermost boundaries of the entire physical domain as the escape boundary.
We then continue as follows:

0. The source point xy on the boundary is first reduced to a point Sy € R.

1. For each point x € M, find F(I') = (U, V,0) with I' = (x,q(0)) for all § € S. Now
(U, V) can again be reduced to points S € R, parameterized by 6.

2. Find 0 = 6* such that Sy = S(6).
3. Travel-time at x € M will then be ®(I'™*) with I'* = (x, q(0")).

Figure 16 shows the distribution of transmitted seismic rays and equiarrival curves, i.e.,
the locus of all points in physical domain which have the same travel-time, from two different
source points, xg = (3,6) and xq = (3.5,6). Note that we can track both reflected and
transmitted ray families, but not at the same time. In order to get all rays, one needs to
follow all ray families. Figure 17 shows the equiarrival curves of rays reflected from the top
and bottom interfaces inside the top and the middle layers, respectively, for a source point
at xg = (3,6). If we repeat this procedure, we can also capture multiple rays reflected from
the two interfaces that get trapped inside the middle layer and reverberate to infinity. Here,
we do not consider reflections from the domain boundaries, as we have a truncated domain
much smaller than the physical space in which the waves propagate.
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Figure 17: The equiarrival curves of reflected seismic rays from the top (left figure) and bottom (right figure)
interfaces for a source point on the center of the top of the domain.

7 Conclusion

We have modified the single-patch phase space method for computing creeping rays to a
multiple-patch method for computing trajectories on two-dimensional manifolds possibly
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embedded in a higher-dimensional space. The dynamics of trajectories are given by systems
of first-order ODEs in a phase space. We split the manifold into multiple patches where
each patch has a well-defined regular parameterization. The escape equations, which are
hyperbolic PDEs in a three-dimensional phase space, are derived and solved in each patch,
individually, using a second-order version of the fast marching method. The solutions of
individual patches are then connected using suitable inter-patch boundary conditions. Prop-
erties for particular families of trajectories are obtained through a fast post-processing. For
some applications, the complexity of the method is attractive. Such applications include
mono-static and bi-static RCS computations, antenna coupling problems, and travel-time
computations of seismic waves when the solution is sought for many different sources.
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Abstract.Gaussian beam summation method is an asymptotic method for computing high frequency
wave fields in smoothly varying inhomogeneous media. In this paper we study the accuracy of Gaus-
sian beam summation method and derive error estimates related to the Taylor expansion of the phase
and amplitude off the center of the beam. We show that in the case of using odd order beams, the
error is smaller than a simple analysis would indicate because of error cancellation effects between the
beams. Since the cancellation happens only when odd order beams are used, there is no remarkable
gain in using even order beams. Moreover, in the case of constant coeflicient equations, i.e. when the
speed of propagation is constant, the local beam width is not a good indicator of accuracy, and there
is no direct relation between the error and the beams width. We present numerical examples to verify
the error estimates.

Keywords. wave propagation, high frequency, asymptotic approximation, summation of Gaussian
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1 Introduction

Simulation of wave propagation is expensive when the frequency becomes high. In this
case, a large number of grid points are needed to resolve the wave oscillations, and
the computational cost to maintain constant accuracy grows algebraically with the
frequency. At sufficiently high frequencies, therefore, direct simulations are no longer
feasible.

Instead one can use high frequency asymptotic models for wave propagation. The
most popular one is geometrical optics, which is obtained when the frequency tends
to infinity. The unknowns in geometrical optics are phase and amplitude which are
independent of the frequency and vary on a much coarser scale than the full wave
solution. They can therefore be computed at a computational cost independent of the
frequency. However, a main drawback of geometrical optics is that the model breaks
down at caustics, where geometrical optics rays intersect and the predicted amplitude
is unbounded.

Gaussian beams approximation is another high frequency asymptotic model which
is valid also at caustics. It was introduced by Popov [1], based on an earlier work of
Babic and Pankratova [2]. A Gaussian beam is an approximate high frequency solution
to the linear wave equation which is concentrated close to a standard ray of geometrical
optics, called the central ray of the beam. Although the phase function is real-valued
along the central ray, Gaussian beams accept complex-valued phase functions off their
central ray. The imaginary part of the phase is chosen such that the solution decays



exponentially away from the central ray, maintaining a Gaussian-shaped profile. The
main advantage of this construction is that it gives the correct solution also at caustics.
It has been proved to be beneficial in seismic imaging, [6, 7).

Numerical methods based on Gaussian beams use the superposition principle. In-
dividual beams are computed via ray tracing like equations, where quantities such as
the curvature and width of beams are calculated from ordinary differential equations
(ODEs) along the central rays, and contribution of the beams concentrated close to
their central rays are determined by Taylor expansion. The result is then summed to
find the full wave field. See for example [3, 4, 5, 6, 7]. For a rigorous mathematical
analysis of Gaussian beams we refer to [8].

In this paper we derive error estimates for the beam summation method. Some
error estimates for this method have been derived earlier, [9, 10]. We aim to give a
more complete picture of the error by also including the error due to the spreading of
the beams, which is related to the Taylor expansion of the phase and amplitude off the
center of the beam. This error is recognized as important in e.g. [9]. It turns out that,
in the case of using odd order beams, the error is smaller than a simple analysis would
indicate because of error cancellation effects between the beams. Since the cancellation
happens only when odd order beams are used, there is no remarkable gain in using
even order beams. Moreover, we show that in the case of constant coefficient equations,
i.e. when the speed of propagation is constant, the local beam width is not a good
indicator of accuracy, and there is no direct relation between the error and the beams
width. However, this may not be true in the case of varying speed of propagation,
where the beam width can be an important factor in Taylor expansion error.

In Section 2, we review the construction of Gaussian beams and the Gaussian beam
summation method. Accuracy of Gaussian beam summation is studied in Section
3, where the main result is formulated together with numerical examples verifying
the obtained error estimates. In Section 4, the proof of the main theorem is given
in detail. Finally, in Section 5, we compute the errors analytically in the case of
constant coefficient equations and give some remarks on how to select the Gaussian
beam parameters.

2 (Gaussian beam summation method

Gaussian beams are obtained when the linear wave equation is solved with initial or
boundary data in the shape of a Gaussian bell. A Gaussian beam is an asymptotic
solution concentrated on its central ray in the domain. By the superposition principle
for linear equations, such solutions can be added to find the full wave field. The
initial /boundary data for beams are obtained such that the wave data at the source is
well approximated. In this section, we consider the Helmholtz equation (or the reduced
wave equation) and review the construction of Gaussian beams and their summation.



2.1 Construction of Gaussian beams

Consider the Helmholtz equation

w2

A —— =0, € R?,
u(x) + RESE u(x) T
where w > 1 and ¢(x) are the frequency and speed of propagation, respectively. We

substitute the WKBJ ansatz
uap(x) = 0@ N " Ay (a) (iw) (1)
k=0

into the Helmholtz equation. Here, the phase function ¢ and the amplitude functions
Ay are assumed to be smooth and independent of w. Equating coefficients of powers
of w to zero gives us the eikonal equation and the transport equation for the phase and
the first amplitude term in the frequency domain,

For the remaining amplitude terms, we get additional transport equations
2VApi1 - Vo+ Api1 Ap+ AA, = 0.

When w is large, only the first term in the WKBJ expansion is significant. Therefore, in
the standard Gaussian beam method only the first order term in the expansion is kept.
In this paper, without loss of generality, we only consider the first term (with k£ = 0)
and drop zero, writing A instead of Ay. The same result holds also with including
higher order terms.

While in the standard geometrical optics, the phase is real-valued, in Gaussian beam
construction, the phase is real-valued only on the central ray of the beam. Away from
the central ray, it is complex-valued with positive imaginary part. The solution will
then be exponentially decreasing away from the central ray, maintaining its Gaussian
shape. Another difference between geometrical optics and Gaussian beams is that in
the Gaussian beam construction, ¢ is constructed based on one specific ray (the beam’s
central ray), while in geometrical optics it is globally defined for all rays. Note that
the Gaussian beam method can also be formulated globally. In this case we obtain
a complex eikonal equation, [11, 12]. But unfortunately, the question of existence
and uniqueness of the complex eikonal equation is to a certain extent still open. In
particular what precise boundary conditions are well-posed for the above setting is not
known.

The Gaussian beam approximation breaks down when ¢(x) becomes non-smooth.
This is also typical for complex eikonal equation. It happens in general some distance
away from the central beam. On the other hand, away from the beam the solution
rapidly goes to zero and the precise value of the phase is not important. One usually
deals with this problem by multiplying the amplitude with a smooth cut-off function
that is one close to the central ray, and zero for some fixed distance away from it.

uas (@) = (@) Alz)e . (2)



Here ¢(x) is smooth and compactly supported around the central ray.
For a beam starting at point o, with direction p,, the corresponding central ray
satisfies the ray tracing ODEs

de 2(2)p, dp  Ve(z)

@ -

5= e T =m pO= s )

~ [polel(xo)

with ¢ being the real-valued travel time along the ray. Note that since p(t) = Vo (x(t))
satisfies the eikonal equation, we can set p = (cosd sinf)' /c(x) and reduce (3) to

dr dy . do
i c(x) cosb, i c(x)sinb, i

The complex-valued A and ¢ close to the central ray are then approximated by Taylor
expansions around the ray,

cx(x)sinf — ¢ (x) cos . (4)

Alx) = A(x") + (x — x¥) - VA(x") + %(w —x")" D?A(x*) (x —x*) +---,  (5)
¢(x) = o(x”) + (x — ") - Vo(x™) + %(w —a") ' D’*p(x") (x—x")+---,  (6)

where * = x(t) for some ¢. The Taylor coefficients ¢(x(t)), Vo(x(t)), A(x(t)), etc.
on the central ray can be computed. The lowest ones are given directly,

¢(x(t)) = dp(wo) +1,  Vo(a(t)) = p(1),

and the higher ones can be obtained by solving ODEs similar to (3). The most common
approximation by far is to approximate A(x) to zeroth order and ¢(x) to second order
(a first order Gaussian beam). In this case we have, [5],

c(z(t)) Q(0) ) " . D*¢(x(t)) = HNH,

c(zo) Q1)

[ sinf  cosf [ P/Q —c1/c? a1\ | g1
H = (—cos@ sin@)’ N = (—cl/c2 —cy /) ¢ ) H™ Ve,
where the complex-valued scalar functions P and @ satisfy the dynamic ray tracing
ODEs

Ammzmm(

with

d

Lo c@r  o=q, @
dP Ca SIN? 0 — 2¢,,, 810 6 cos 0 + ¢, cos? 6

- = P(0) = F.

v = o PO-R. )

It can be shown that if Qo # 0 and S(Fy/Qo) > 0, then Q(t) # 0 and I(P(¢)/Q(t)) > 0
along the central ray, [1]. Therefore, by a proper choice of initial data Qo and Py, each
beam will be regular (with finite amplitude at caustics) and concentrate along the
central ray. A common choice is @)y > 0 and Py = i¢. Note that the quantities P and
() determine the wavefront curvature and the beam width.
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2.2 Beam summation

Let the source be a curve xy(s) in R? parameterized by s. We introduce the notation
Az, s), ¢(x,s) and ¢(x, s) for the amplitude, phase and cut-off of a beam with ini-
tial position @(s). In the Gaussian beam summation method, the initial/boundary
condition on xq(s) for the wave field is decomposed into initial conditions for several
beams with different initial positions x,(s;). Individual Gaussian beams are computed
by solving the ODEs (3) and (7,8). The contributions of the beams concentrated close
to their central rays are determined by the approximations (5,6) entered in (2). The
wave field is then obtained by summing over the beams

(@) =Y (@, 5;) A, 7)), (9)
JEZL

The initial conditions for the Taylor coefficient ODEs are chosen such that ug well
approximates the exact initial/boundary data.

As an example, a plane wave on the y-axis, xq(s) = (s,0), can be approximated by
a sum of beams, [6],

1 h 2 2 2
_ = —(s=s5)/w —(wo/h) .
1= Ej 7 woe P 4 O(e” ™M) sy = jh, (10)

with h and wy representing the initial spacing of the beams and the initial beam
widths, See Figure 1. To properly choose the initial data, one must therefore take

w
0 h
<> <>
T S U TP L PO -~s -~ -
N < N < v v
IN [EARN LR YAES N PERS N .
’ . R4 N v . 7 Nooe . Sooe A
N > N >/ ~, P4 \, ~
‘N ~ N ~ P ~ P ’

<
-~ 4 ~
~
-t

Figure 1: The sum of several Gaussian functions is almost constant. A plane wave can therefore be
decomposed approximately to a sum of parallel Gaussian beams.

the parameters wy and h such that wy > h. Note that for computational efficiency, h
should not be taken too small. Choosing a real-valued, positive )y, Py = ¢ and using
first order beams, the wave field (9) produces a plane wave on x(s) = (s,0), if

200\ "* 1 h
o ( w ) ’ (o, 55) VT wy
Motivated by this example, we write
ah .
s — - A N piwd(,s;5) 11
ug(z) =) wow(w,sg) (x,s5)e : (11)

JEZ

where « is a constant. For an initial plane wave, we have v = 1/1/7 and A(xo, s;) = 1.



Note that since wg w_l/z,

uy(@) 20 S (@, 5;) Al 5,)e ) e 12 / o(@, 5)Alw, 5)e*o=ds,  (12)

JEZ

meaning that the summation (11) approximates the superposition integral.

In what follows, in order to simplify the calculations, we assume that all beams,
originating from @x,(s), shoot out orthogonally. We denote by X (¢, s) the location of
the center ray originating in @y (s) after time t. We further assume that ¢(xo(s), s) = 0.

We make one observation that will be used in the analysis below. It is well-known
that X, || V.9, X; - V.9 = 1 and X, L X, under the assumptions made above.
Therefore, since ¢(X (¢, s),s) = t,

0= L 5(X(1,5).5) = X, Vad 6. = 0:(X(1,5). 5 (13)

Hence ¢ = 0 everywhere on the central rays.

3 Accuracy of (Gaussian beams summation

In this section we study the accuracy of summation of Gaussian beams. One can
distinguish five different types of errors in the approximation:

1. High frequency approximation.

2. Error in initial data.

3. Taylor expansion error.

4. Cut-off error.

5. Error in numerical integrators for solving Taylor coefficient ODEs.

The first error depends on the number of terms used in the WKBJ approximation. For
example, for standard beams it is of the order O(1/w), meaning that each beam is a
solution to the Helmholtz equation up to order O(1/w). The second error represents
how well the exact initial/boundary data is approximated by a sum of Gaussian beams.
The third error is due to the fact that A and ¢ are not computed globally, and only their
derivatives on the central beams are computed. One therefore needs to approximate
their values around the central beams by Taylor expansions. The fourth error is caused
by multiplying the solution by a smooth cut-off function in order to account for possible
irregularities away from the central rays. Finally, the last error is the numerical error
in solving the ODEs for computing Taylor coefficients. For example the global error in
a fourth order Runge-Kutta method is O(At?), with At being the time-step.
Here, we will only concentrate on the Taylor expansion error.



3.1 Motivation and preliminaries

Let the source be a curve x((s) and assume that we look for the solution along a line
x = (r,y"). We simplify the notation by setting A(x,s) = A(z,s), ¢(x,s) = ¢(x, s),
o(xz,s) = p(z,s) and s; = jh, with h representing the initial spacing of the beams,

Oéh wo(x,s; :
US(QU) = Z w_ogo(xu SJ)A(x7 Sj)e ol J)v Sj = jh
JEZ

To approximate this sum we let X (s) denote the location of the center beam on the
line (z,y*) when the initial data is given at @xy(s). Hence, X (s) is implicitly defined by

X (t(s),5) = (X(s),57),
for some function t(s). Figure 2 shows the setting for x¢(s) = (s,0), as an example.

y

xo(s) = (s,0)

S

Figure 2: A schematic representation of the initial source and a beam central ray.

Then we approximate A up to level ¢ and ¢ up to level g + 2,

Az, s) =~ flq(:p, s):=A(X(s),s)+---+ w&gA(X(s), s), (14)
~ J ._ —(x_X(S»qH q+2 s), s
¢(x,s) = ¢g(x,5) = H(X(5),8) + -+ G<2) I H(X(s),s),  (15)

and assume that the approximate Gaussian beam solution is given by

~ ah A iwgq(x,s;
B(@) = D T (@) Ay (o, 5,)E 00, (a) = (e, )
jez 0
We call this a (¢ + 1)-th order Gaussian beam solution. Note that for ¢ > 2, one needs
to include more terms in the WKBJ expansion in order to balance the high frequency

approximation error and the Taylor expansion error. For example, for a third order



Gaussian beam with ¢ = 2, the first amplitude term A, in (1) is approximated up to
level 2, the second amplitude term A; in (1) is approximated up to level 0, and ¢ is
approximated up to level 4.

Our motivation for considering the Taylor expansion error comes from the following
observation. We define the width of the Gaussian beam passing through (z,y*) as

1
w0 Sz, X (z))

Because of the term ¢! “¢22/2 the solution will be close to zero for |z — X (s)| >
w(zx). A simple error analysis would therefore give

U — Ty = (A— Ay)e™P1 4 Ae®Pa(e(0=00) _ 1) = O(wH)e™P + Ae™Pa(iOlw™) _ 1),

Hence, the error would be O (w7 (1 +ww?)) = O(wi*') = O(w~@*1/2), In particular,
for first order beams with ¢ = 0, the convergence rate in w would be half order, i.e.
proportional to w~1/2.

We now consider two numerical examples and use first order Gaussian beams to
verify this convergence rate. In the first example, a plane wave generated on the line
y = 0 propagates orthogonally into the computational domain with a variable speed
of propagation. Figure 3a shows the central rays of Gaussian beams, and Figure 3c
shows the absolute value of the Gaussian beams and geometrical optics solutions along
the line y = 0.6, shown in bold in Figure 3a. Figure 3e shows the logarithmic scale of
the maximum error between the Gaussian beams solution and the geometrical optics
solution as a reference solution. As it can be seen, the convergence rate of the error
is surprisingly proportional to w™!, which is half order better than what we expected.
Note that the geometrical optics error is w™!, and since a lower accuracy was expected
for the Gaussian beam method, it is fine to compare the solution with the geometrical
optics solution.

In the second example, a plane wave generated on the line x = 0 propagates with
an angle of 45° into the computational domain with a variable speed of propagation.
The convergence rate of the error, shown in Figure 3f, is again proportional to w™!.

We will therefore study the Taylor expansion error more carefully to describe why
it is smaller than what we expected.

w(z) :

z—X(s))

3.2 Main result

For our results we make the following precise assumptions

(A1) Smoothness of all coefficients. We assume A(z,s) € CPT"*(R?), the space of
functions with p + ¢ 4+ 2 continuous and bounded derivatives. Similarly ¢(z, s) €
CPratt and X (t,s) € CPTL with p > 2.

(A2) Algebraic growth of phase off center beam. For p1,py < p, we have
RO p(x,5) < C(1+ |z — X(s)[").

In particular, all derivatives are bounded on the center beam, x = X (s).
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Figure 3: Left and right top figures show the central rays of Gaussian beams by an initial plane wave
on z- and y-axis, respectively. Middle figures show the absolute value of the Gaussian beams and
geometrical optics solutions along the lines y = 0.6 and y = 2. Bottom figures show the logarithmic
scale of the maximum error between the Gaussian beams solution and the geometrical optics solution.
The convergence rate of the maximum error is w™?.

(A3) No caustics. The derivative X'(s) is bounded away from zero, 0 < ¢g < X'(s) <
c1 < Q.

(A4) Non-degeneracy of each beam. The imaginary part of ¢, is strictly positive

0 < ¢y < Bpee(X(s),8) <1 < 0. (16)



This means that the approximate beams will have a fast decay off the central
beam for high frequencies, and also that the beam width never vanishes. The last
point is an important feature of Gaussian beams, related to the fact that Gaussian
beams can approximate the exact field at caustics.

(A5) Cut-off of fized size. We use p(z,s) = ¢(x — X(s)) with ¢ € C* such that
p(z) =1 for |z| < a/2 and p(x) = 0 for |z| > a. The size of a will be chosen
"small enough” depending on ¢ but independent of w. Moreover, we assume

¢'(0) = 0.
Then we can show

Theorem 1. (Main Theorem) For the (¢ + 1)-th order Gaussian beams, we have
t0(2) = 5 (2)| = | Bnon-ase + Bosel < C (07 +0F57) (17)

where
q+2, qeven,
g+1, qodd.

pi= w(x)/h, q = {

The constant C' depends on the initial data, Py and Qqg, for the beams but does not
depend on x, w or h.

For the first part of the error we have
g +1 <o w2
— wo )

Enon—osc — C* (I)

Wo

meaning that the leading order term of the error Epnon_ose in w is a C*(x) w? 1 /wy,
with « being a constant and C* given by (26).

Remark 1. As the theorem shows, although the formal convergence rate, when 3 =
w(x)/h is held fized, is just half order in w for first order beams, but typically the second
term in (17) is smaller because of the "fast” decay of B~P. In practice therefore the
convergence rate is full first order, which is the same as geometrical optics.

In order to make the second term of the error small, one should therefore take
h < w(x). However, h should not be chosen too small for computational complexity
reasons. It is also important to note that to balance the error with the error in initial
data, h should also relate to the initial beam width wy. For wider beams the first term
dominates.

Remark 2. As the estimate (17) suggests, there is no remarkable gain in using even
order beams (with an odd q). However, one should note that this is only true in the
case of the summation of beams. If we only have one beam, this does not hold.

Remark 3. The first term in (17) corresponds to the leading order error in the superpo-
sition integrals. The second term corresponds to the truncation error of the trapezoidal
rule applied to the superposition integrals. This latter error is also investigated in [9],
where it 1s called the discretization error.

10



4 Proof of main result

Before going on to the proof of Theorem 1, we prove the following utility lemma
concerning estimates for the composition of two functions.

Lemma 1. Suppose f(z) and gs(z) belongs to CP(R) for each value of the parameter
0. If

957 () < CyL+ 129, 1<n<p, (18)
where Cy and g > 0 are constants independent of z and 0, then, for 1 < n < p, there
are functions hy,, € CP""(R) and constants C,,,, independent of z and §, such that

& Fos(=) thn g5z, max [AEL ()] < Gl + 2. (19)

0<k<p—n

If g =0 and |gs(2)| < Cy, then
d* stz
dz"

for some constant C.

Proof. We show (19) by induction. For n = 1 we have hy; = gj(z) € CP~! and the
statement clearly holds. Suppose (19) is true for 1 <n' <n < p. Then

<O+ [2™)er @ 0<n<p, (20)

dn+1

dzn+1 Z RS (95) + Gshmn (2) £ (g5).
Thus
[ m=1,
h’m,n-‘,—l(z) = h;n,n + g:;hm—l,nv I<m< n,
95hm—1.n m=n-+ 1.

Using the induction hypothesis, we immediately get that hp,,.1(2) € CP™""HR).
Moreover,

(k) (k+1) Z ) (k+1-j)
o255 M S mo WD+ w3 el ()il 2)

The first term is bounded by Cy (1 + |2|?") by assumption and for the second term we
can estimate

AL (g8 (@) < Cona (14 1217) o1+ [2]9) < C(1+ [2]70HD),
which proves (19). When ¢ = 0, we have for 1 < n < p,

min(r,n) . min(r,n)
d" n— dj r r—j r
&= ) gy &) 5 < Do Gl <O
By taking f(z) =€* in (19) the result (20) follows. O
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We can now start with the main proof. The error that we need to bound is given
by

h ~ .
E(l’) = US(ZL') - 1~L5 - Z 30 SJ - ZL’ (A(ZL’, Sj) 6w¢ ,55) — A (ZL’, Sj) elw¢q(x73j)> .
]EZ

For a fixed x we set
f) = ¢(X(s)) — ) <A(1’7 5;) €0@s) — A (z, ;) eimq(x,sj)) ‘

Then the Poisson summation formula gives

E:a—hZf(j):fU—zLZf(k),

Wo
/ f —27rzskd8

JEZ
where
/ ( (Sh) — 1’) <A(:L', Sh) eiw¢(z,sh) _ /Iq(l', Sh) eiwéq(x,sh)) 6—2m’skd8

1 | ) - |
= ﬁ /QO(X(S) _ :L’) <A(x, 8) ezw(b(m,s) _ Aq(SL’, 5) ezwqﬁq(sc,s)) e—2msk/hd&
Let us denote X ~1(x) by m(z) and then, since X'(s) is bounded away from zero we

can use the change of variables

== % =  s=m(z+w(r)z).
We obtain
f(k) = %/go(wz) [A(ZL’, m(x + wz)) ewo@m@tw)) _

Aq(l', m(l’ + 'LUZ)) eiwdzq(x,m(:c—i-wz))] 6—27rim(x+wz)k/h ml($ + ’LUZ) dz.
Finally, letting
DA(SL’, 5) = A(SL’, 5) - Af]('xa 5)7 D¢(;U, 8) = ¢($, 5) o (54(%7 5)’

and recalling that supp ¢ C [—a, ], we can write the integral as

f(k:) = %/ © (DA + A(e™Pe — 1)) eiwdag=2mimk/hyy /], (21)
2<%
We consider the non-oscillatory case k = 0 and the oscillatory case k # 0 separately
and write y h
ah A a
E = Z .f _: non—osc + EOSC‘
Wo 375

The non-oscillatory case will normally be the dominant contribution. The oscillatory
case corresponds to the truncation error when the superposition integral (12) is ap-
proximated by a trapezoidal rule discretization.
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4.1 Non-oscillatory case

We will now consider the case k& = 0 and approximate the terms in the integral (21)
by their Taylor expansion. Let us use the shorthand

(~1)" . 1 &

o) = A @), Be) = A m )|
and (1) L
Bole) = g EOn ), Rle) = S elnm(e )|

We note that, in this notation

Ag(z,m(x + 2)) = do(z + 2) + 21 (x + 2) + - + 2%, (z + 2),

dq(x,m(x + 2)) = Po(x + 2) + 2P1 (@ + 2) + - + 27 Pyra(z + 2).

Let
a1(z) = Gg41(), az(x) = agqo(x) + g, (),
. ﬁq+3($) 7) = .ﬁq+4($) +]5;+3($)
M) =i m@y P T S i)
er(x) = 7o () er(z) = 73(x) — ops(z)

Sz, m(z))’ Sua(x, m(z))

where 0 = 1 for ¢ = 0 and o = 0 for ¢ > 0. We then approximate
Da(z,m(z +wz)) = w Dy(x, 2) = (wz)"ay (z) + (wz)2ay(x),
ewPs(em@+w) _ 1 I B(x, 2) i= w1y ()27 + w2 (by ()27 + ob? (1) 2276 /2),
eiwéﬁq(m,m(wwz)) ~ é(x, 2) =: eiwd)(m,m(w))—l-izzcl(m)—22/2(1 + 02(x)wz3).

The residual terms are denoted

Da(z,m(z +wz)) —w Dy (x, 2) = w3 Ry(x, 2),

e Dol@m(ztwz)) _ 1 _ wq“B(aj, 2) = wiRp(z, 2),

et be(@m(atwz) _ C(x,2) = w*Re(x, 2).

Then we have

Lemma 2. Let the residual terms R4, Rg and R¢c be defined as above. Under assump-
tions (A1) and (A2), for small enough «,

[Ral < Cl2*3,  |Rp| < Ce”™/7,  |Re| < Ce ™/ V2| < afw,

where the constant C' is independent of x, w and z.
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Proof. We note that a,(x + z) are the first ¢ coefficients in the Taylor expansion of
A(x+z—12',m(z+2)) around 2’ = 0. Therefore, by Taylor’s theorem and assumption
(A1)

[Dae,m(x +2)) = 2y (& + 2) — 27 ganla + 2)| < Ol

Expanding the second and third terms around z = 0 gives the bound for R4.
We now estimate wDy in two different ways. By Taylor’s theorem as above,

q*)7

where we used the growth condition (A2) for ¢ to bound the error term. Then, for
|z| < a/w, and small enough «,

lwDy(z, m(x +w2))| < Cwlwz|T3|(1 + |wz

2
lwDy| < Cwt|2]7F2, lwDy| < CZ2a®™ (1 +a?) < %,
implying

¢“Po 1 — jwD, —

D)2 1 2
(zw2¢) < 6‘u)Dd)|3e|WD¢\ < O3] 23449 exp <%) _

Moreover, the same steps as for D4 together with (A2) gives

| Dy (,m(@ + 2)) = 27 Pgra(@) — 2 (Pgaa(x) + lys(@))] < Cla|™ (14 [2]7), (22)

and since w = 1/w?*S¢,,, when |z| < a/w,
|iwDy(z, m(z + wz)) — w2973 (z) — w20 by (z)| < Cwt™3[2|77.
Finally, for ¢ > 0, clearly |wDy|* < Cw?It2|2|24%6 < Cw™3|z|?77¢ and for ¢ = 0 we get

| D3 — (w?2°ps)?| _ |Dy — w?23ps|| Dy + w323 ps|
Wt %x w3 :2Em

|(iwDg)?* — w?b: 20| = < Cw?l2|".

Thus,

2’2

2
|Rp| < Cw?| 2™ exp (@) +C|2|™° 4+ (1 = 0)C|2[* 7" + 6C|2**T < C'exp (%) '

To show the third inequality, we note that since ¢4(z, m(z)) = 0 by (13), we have
71(z) = 0. Therefore by Taylor’s theorem and assumption (A2), for ¢’ > 2,

‘<f>($, m(z +2)) = g(a,m(z)) = Y 2"Tp(x)| < Ol L+ [2|7). (23)

Let v(z, 2) = dg(z, m(x + 2)) — ¢(x, m(x)) — 22F5(2). Then, by (22) and (23),

[v(@, 2)| = |6z, m(x + 2)) — ¢(w,m(x)) — Do(z, m(w + 2)) — 2Fa(2)] < CJ2P (1 +]2]*).
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Moreover,
.
z|7).

[v(@, 2) — 2°(Fs(x) + ops())] < Clal(
As above, if |z] < a/w,

|€iwv(m,wz) ‘2 |wo]

— 1 —w2’ey()] < liwv(r, wz) — w2ley(z)| + \WU e

)

q*) e

< Cw?lz[* (14 o) + Cw?|2|(1 + aq*)zeC’ZQa(Haq*) < Cw?e”’ /4,

* 1
< Cwlwz|*(1 + |wz|T) + §|Cw|wz|3(

for small enough a. The estimate for |Ro| follows. It remains to note that, since

ds(x,m(x)) = S (x,m(z)) =0,

1 1 d 1 d 1
S = = — 2 _ —_ - = JE— —_ = =
ST 2 ( ) ¢ss m ( )\9 (dm ¢s ¢sx) 2\S <d$ ¢x ¢x:c) 2\s¢x1‘a
which shows that iww?z%ry = iz%¢c; — 22/2. O

We Taylor expand the remaining quantities in (21) and use the assumption (A5) to
get

p(wz) =~ 1, )
Alw,m(z + wz)) = Az, 2) = Ae,m(x)) +wzbi (),
m/'(z + wz) = m(x,z) == m'(x) + wzm” (x).

Q

Q

It is easy to see that the residual terms for these approximations can all be bounded
by Cw?z%. Since these residual terms as well as R4 and Rp above all grow slower than
exp(z?/ 4), we can replace the terms in the integral in (21) by their approximations and
control the error by O(w?3),

f(0) - w4+1/ (DA + AB)Crindz| < 05w,
h ol<e I
Introduce the functions
N, (1—2¢ —(p+1)/2
dp(l') = /Zpew ci(z 2/2d _ p( ZCl(IL’)) , peven, (24)
0, p odd,

with NN, being a constant. We note that d,(z) = 0 when p is odd and it is bounded in
x when p is even. Therefore, since the leading order z in D4 and Bis ¢+ 1 and ¢ + 3
respectively, when ¢ is even the leading order term vanishes. Thus, when ¢ is even we
get

F(0) = Fweqen(2)| < CTu"™?,
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where

Ceven(T) = aym” d o + arcom/d g + agm'd o + by Am"dyyq + by Acom/d, 6+ (25)
- b2
bibym/dyyq + boAm'd 4 + 0§1Am'd2q+6.
When ¢ is odd,

£(0) - quﬂeodd(x)) < C%wm,

h

where
6Odd(l’) = (a1 + Abl)m'dq+3.

We therefore write

w1

fO) - @)™

< Cwq*+2’ .= {q+2, q even, C*(z) = {eeven, q even,
h q+1, ¢ odd, €odd, q odd.
(26)
Note that C*(x) is independent of w and h and can be bounded by a constant inde-
pendent of x. We then have

w? +1 wi +2

<ol . (27)

Enon—osc - OéO* (I)
Wo

Wo

Therefore, the leading order term of the error Eyoy_osc in w is aC*(x) w? ! /wy.

4.2 Oscillatory case

In the oscillatory case we need to show that the functions in Lemma 2 also are smooth,
with bounded derivatives. Then the non-stationary phase lemma can be used to bound
f (k) since the phase derivative m’(x) never vanishes.

We need

Lemma 3. Under assumptions (A1) and (A2), for 0 < k < p and |z| < a/w with
small enough o,

dk
WDA(L m(zr +wz))| < Cw?™ (1 + |27, (28)
V4
d D 1,22/7
ﬂ(ezw o(xm(z+wz)) _ 1) S Clwq—i- ez/ ’ (29)
V4
A 2
— ezwd)q(:c,m(x-l—wz)) < C"e? /5‘ (30)

The constants C, C" and C" are independent of of k, x, w and z.

Proof. For k = 0 the inequalities follow in the same way as in the proof of Lemma 2.
Now consider 1 < k < p. Since A, is ¢g-th order Taylor expansion of A(z+z—2', m(z+
z)) around z’ = 0, we can write

(—1)7+!

q!

Dy(z,m(x+2)) = / O Az + t, m(x + 2))tdt.
0
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Consequently, for £ > 0,

dk ( ‘H—l k dk_l
ﬁDA(:c m(z+z)) = / 8q+1deA(x+t m(:c+z))tth+d 7 (Aga (7 + 2)2),

and therefore, by (A1), for k > 0,

d—kDA(x m(x + z))

dk < C(|Z|q+1 + |Z|max(q+1—k,0))
z

Y

and (28) follows since w*(|wz|?H! 4 |wz|P@(@H1=R0)) < qpat1(1 4 | z|7F1).
In the same way as for D4, and using (A2),
dk

zwﬁD(b(aj, m(z + wz))‘ < Cww®(|Jwz| T2 + |wz|mexat3-k0Y (1 4 jwz|7)

< Cw™ (142",

if |2] < a/w. By Lemma 1 with f(g,) = €?* and g, = iwDy(x, m(z +wz)), using (19)
k
—e

dzk

Therefore (29) follows for 1 < k < p.
We now write

iwDg(z,m(z+wz)) < C’wq+1(1 + ‘Z|k(q+3)>|€iwD¢| < C,U)Q+1€Z2/7.

a+2
dg(x,m(z +wz)) = Zﬁj (z +wz) (wz).
=0
Then, since p + p; = 0 by (13), we have
B a+2
gl m(z +w2)) = WPz + ) (W (e +wa) + juwl T (e + w2))
j=2

and therefore

d o . q+2
P <zw¢q(x,m(x + wz))) = Sgbm(;m(z) ;fy] T+ wz)w 1,

where
V=0 G+ Dpe, 1<j<q+1, Vo2 = Dyio-
Since the phase derivatives are evaluated on a center beam, v; € C} are bounded, for

0 < k < p, uniformly in x and we therefore have
dk
'd - (ngbq(a: m(x + wz)))' < Cr(1 412|772, 1<k<np.

Thus, by Lemma 1 with f(g,) = €% and g, = iwdy(z, m(z + wz)), using (19), the
inequality (30) follows for 1 < k < p. This completes the proof. O
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The remaining terms in (21), i.e. A(z, m(z + wz)), (wz) and m/(x + wx), are all
assumed to be smooth with derivatives of order up to p bounded uniformly in = by the
assumptions (Al) and (A5). Since the growth in (28) and (29) is offset by the rapid
decay in (30), the above Lemma shows that all z-derivatives of the integrand,

g(x,z) = (DA + A(eiwD¢ - 1)) ez‘wg{)q m/,

up to order p belongs to L; and ||0%g(z,-)|| < Crwit! for 0 < k < p. The constants Cj,
are independent of x and w. We can then use the following version of the non-stationary
phase lemma.

Lemma 4. Suppose ¢(z) € CPTH(R) with ¢/(z) € CE(R) and ¢'(z) > co > 0. More-
over, let € < § < 1 and suppose g(z) € WPL. Then

‘/g(z)e_w(‘sz)/‘fdz

where C' depends on 1(x) and p, but not on g(z), 0 and ¢.

< Cllglhw (5)" (31)

Proof. For the proof we refer to [13]. It is an easy adaptation of that proof of theorem
7.7.1. 0

Taking ¢ as 2rm(z + -), 6 as w and € as h/k we can apply this to (21),

h

k) =+ /g(x 2)ermmletw kil < O |g(w, ) fwos (1 B
h ’ = 2 VIR oy

Consequently,

A w h \? w M\ o~ w h\?
S 70| < gt e 3 () < (2) S0k < ot (1)
k#0 k40 k=1

Thus since by the assumptions (Al) p < 2,

ah . wit? [ h\P
= < ' - .
Bl = 2 Y F < 0 (2)

w
k0

Together with (27) this shows the theorem.

5 Constant coefficient equations

It is often claimed that the beam width is important in the accuracy of Gaussian
beams, because for wide beams the Taylor expansion error should be large. See for
example [4, 6]. We therefore in this section consider the constant coefficient Helmholtz
equation, with the speed of propagation c¢(x) = 1, for which exact Gaussian beam
solutions and the dominant part of Taylor expansion error |Fyon—osc| can be computed.
We investigate the importance of the beam width on Taylor error in this particular
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case. Our conclusion is that the local beam width is not a good indicator of accuracy,
and there is no direct relation between the error and the beams width.

We let ¢ = 0 and consider the source xo(s) = (s,yo(s)) and assume all beams
originating from a, shoot out orthogonally. Therefore 0y(s) = 5 +tan™'(y;(s)). In the
constant coefficient case ¢ = 1, for a central ray Q with z(0) = xo(s) = s, y(0) = yo(s)
and 0(0) = 0y(s), we get from (4) at y = y*,

0(1(s)) = = + tan™ (y)(5)) (32)
2(t(s)) = X(s) = s — y(s) (y" — yo(s)), (33)
t(s) = ((X(s) = 8)* + (v" — mols))*) "%, (34)

which implies that the central ray is a straight line.

Here, we will only compute the error at @ = (0,y*). For this point, let s* :=
m(0) = X~1(0). To simplify the calculations, and without loss of generality, we assume
yo(s*) = yy(s*) = 0. Therefore, by (32)-(34), the central ray starting at xq(s*) will lie
on the y-axis, and we have s* = X (s*) = 0 and t(s*) = y*. See Figure 4.

Figure 4: A schematic representation of the initial source and central beam rays which are straight
lines.

Assuming the initial phase on xy(s) to be zero, ¢(xy) = 0, we also get

P(X(s),8) = t(s). (35)

To obtain ODEs for higher order Taylor coefficients, we introduce the orthogonal
ray-centered coordinates t,n, where n is the axis perpendicular to the ray at point
t with the origin on the ray. In this coordinate system, ¢(t,n = 0) and A(t,n = 0)
correspond to ¢(X (s), s) and A(X(s), s) in the Cartesian coordinate, respectively. The
eikonal equation and transport equation in the ray-centered coordinates read

¢ +on =1, (36)
2VA-Vo+ ANy =0, Vo= (¢ ¢n)' (37)
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Set ¢V (t) := 3 ¢p(t,n = 0) and AV (t) := & A(t,n = 0), with j = 0,1,2,.... We
first note that by (35)

oV =t,  0p(tn=0)=1,  Ho(t,n=0)=0, j=23,....

Moreover, by (36) and (37) and taking several of their derivatives with respect to ¢ and
n?

6V(E) =0, 0db(t,n=0)=0, QRo(t,n=0)=—¢"(t),
Qb(t,n =0) =0, Rdud(t,n=0)=0, &dé(t,n=0)=0,

FFRo(tn =0) = 267°(1),  %A(tn =0) = —%A“” (t) 6P (®),

At = 0) = 214(0)(75) 6@%(1), 90, A(t,n = 0) = 0.

Now, let
n? n3 nt
o(t,n) ~ t+ —dP(t) + —o® (1) + — oD (1), (38)
2 6 24
and )
A(t,n) ~ A1) + nAD (1) + %A@) (t). (39)

Putting (38) and (39) into (36) and (37), we obtain the following ODEs for Taylor
coefficients,

d 2
%gb@)—l-cb(z) =0, (40)
d
Lo 436069 = (41)
%gbw +4s@ @ 4 350" 4 3507 _ (42)
%A(O) + %QS(Q)A(O) =0, (43)
d 3,240 4 Lo 40
%A +§¢ A +§¢ AW =0, (44)
d 5 1 3 3
1@ L5 @40 L 0s® 40 L L@ 40 L 3 @3 40 _
th +2¢ A¥ + 20 A +2¢> A +2¢> A 0 (45)

Setting ¢(?(¢t) = P(t)/Q(t), the nonlinear Ricatti equation (40) can be reduced to
the system of linear ODEs (7-8),

d d
—Q =P —P=0.
dtQ ’ dt 0
Therefore, with P(0) = P, and Q(0) = Qo, we obtain
P
@) = 70‘
o7 (1) Qo + Pt
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Moreover, the equation (43) gives us

1/2
A(O 0 :
©)= (Qo + Fot)/?
Note that we set A®(0) = 1 motivated by (10).
The rest of ODEs are linear first order equations. With zero initial conditions, we
get

09(t) =0,
Pyt
Wty= —3— -0~
#o0) (Qo + Pot)*’
AV () =0,
1/2
A(2) (t) 3 0 POst

2 (Qo + Pot)?
For a function f(x,s) = F(t,n) in two different coordinates, we have
If = Z ¢ ;070 F sin’ ™" 6 cos' 0, (46)
i=0
where 6 is the angle between z-axis and t-axis, and ¢; ; are binomial coefficients. There-
fore

(91¢(X(S)>S) cos 0(t(s)), (47)
20(X(5),8) = ¢ (t(s)) sin® O(t(s)), (48)
Bo(X(s),s) = —3 ¢ )2(t( ) sin? A(t(s)) cos O(t(s)), (49)

(94¢(X($)>S) ¢( (t(s)) sin® 0(t(s)) + 12 6@ (t(s)) sin 0(1(s)) cos® O(t(s)). ~ (50)
L A(X (s),8) = —5 A(O (t(5)) 6@ (t(s)) cos B(t(s)), (51)

D2A(X(s),5) = A(z) (t(s)) sin?O(t(s)) + Z A© (t(s)) q§(2)2(t(s)) cos? O(t(s)). (52)

At the point & = (0,y*), where s = s* = 0, we have cosf(y*) = 0 and sinf(y*) = 1.
In fact, at this point the n-axis is parallel to the z-axis, and therefore &7 = 9.
Therefore,

i 93¢(0,0)

a1(0) = =01 A(0,0) =0, b (0) = — 6 3026(0,0)

=0.

Thus, €even in (25) simplifies to
oven(0) = m/(0) az(0) d2(0) +m'(0) A(0, s*) b2 (0) dy(0),

and we therefore need only to calculate ay, by and c;.
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Differentiating (13), (47), (49) and (51) with respect to s, we obtain

60s(0.0) = X2(0)0,,(0,0) + X'(0) “L0(y"),

P2 d
S T
Qo+ By a5’V
2 p, d

1
A40s(0,0) = =X'(0)Asa(0,0) + 5 755 s 704,

¢xxxs(0> 0) = _X,(O)¢xxxx(0a O) +3

Moreover, by (13),

1 d2 1 " 1 2 1 2
T2($) = 5 @gb(x,m(x + Z)) o = im ¢s + §m ¢ss - im ¢ss~

z=

Therefore, after some algebraic manipulation, we obtain

- 3Q5° Py + 204 Po(Qo + Poy)*m’(0)2£0(y")

ax(0) = 200+ Poy*)7/2 ’
by (0) = R0y 48 (Qo + Poy)*m! (0) 20(y)

2 (ol ) Qo+ B )t
o (0) = agrtr) + mOE0)

1 2%(620-5?9031*) .

Assuming Py = i, IQy = 0, RQo > 0, we have

3Q0 %y —2Q0" (Qo + iy*)*m (0) £0(y)
as(0) =i O T d ’ (53)

(@2 +y™2) (—y* + 4(Qo + iy*)*m’(0) L0(y*))

ba(0) =4 8Qo(Qo + iy’ | oY
o) = L@ y;;):%’(o)%@(y*)7 (55)
and 12
A(0,0) = m (56)
Note that by (32-34),
Loty = ui(0), m(0) = (X(0) = (1L -y u(0) " 57)

Therefore, knowing yo(s) and by (53-57) and (24), we can calculate eeyen(0). Note that
€even(0) only depends on @y, y* and y;(0).
We consider the following two cases:
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(1) ¥5(0) =0,
(2) y5(0) = —1.

The first case corresponds to a line yg = 0. The second case corresponds to a circle
yo(s) = —1 + /1 — s2 or a parabola yy(s) = —s?/2. Note that with an initial curve
with positive second derivative, the rays will intersect and form caustic, and then our
theory does not hold.

For the first case, we obtain the simple expression

noy* Qf
(Qo +iy*)* (QF +y**)**

and for the second case, assuming 1+ y* ~ y*, i.e. for large distances from the source,
we have

elon(0) =

even

(58)

e )Nleg+n2Q%y*+n3Qoy*2+n4y*3
even Q(l]/2 y*1/2 (Qo + iy*)? (Qg 232
where n;, with j = 0,1,...4, are constant complex numbers.

Now since ) o\ 12 "
wo) = (L5) 0 wo- (%)

w Qo w

and the amplitude of the geometrical optics solution is proportional to |1—y* v (0)|~/2,
by (27), the relative error will be

(59)

E _El 1_*//0 l/2_m 0 1_*//01/2
| Evel] = |Eron—ose| | Yy yo( W= wo(0) |€even(0)] | Yy ?/0( )

We therefore obtain
noy*

Bl = | =
Bl = 5@+ i

Y

and

n QF +n2 Q3 Y +ns Qoy™® + nay™
o2 (Qo + iy*)?

corresponding to (58) and (59), respectively.

Figure 5 shows the absolute values of the relative errors at y* = 3. Note that here,
|E¢,| is calculated exactly, without the assumption 1+ y* ~ y*.

As it can be seen from the formulas and figures, the relative error has a direct relation
with (), but not with the beam width w. It decreases as )y increases. This result has
also been noticed in [9] for the oscillatory part of the error (or the discretization error).

In many approximations, the optimal )y, corresponding to the minimum beam
width at a receiver point, is chosen for computations, see [4] for instance. Although
using this )y, we do not obtain the minimum error, but importantly the error does

|E1?ol| ~

Y
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Figure 5: Upper and lower left figures show the absolute value of relative error as a function of Qg
and the width w, in the case when the initial source is a line, respectively. Upper and lower right
figures show the same variables when the initial source is a circle.

not increase as the distance from the source increases. Note that the minimum width
is attained at )y = y*, and therefore
N N’

]. ~ —
|Erel| = w ) |E1?el| ~ wy*l/Q’

*

with NV and N’ being constant numbers. Moreover, in the general case of non-constant
coefficient equations, where the rays can bend, it may not be possible to have very
wide beams, since as was noted before, the Gaussian beam approximation may break
down when the phase becomes non-smooth, and this happens at some distance away
from the central ray (outside the regularity region). Also, in the presence of a varying
speed of propagation where the properties may change dramatically as we get farther
to the central rays, the Taylor expansion error can be large for wide beams. In this
case therefore, )y corresponding to the minimum beam width may be a proper choice.

Figure 6 shows the beam width as a function of ()g. Note that for )y > y*, the
width will increases, and therefore selecting a very large g results in having a very
wide beam.
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Figure 6: The beam width as a function of Q¢ at y* = 3.
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Abstract.We present a wave front method based on Gaussian beams for computing high-frequency
wave propagation problems. Unlike standard geometrical optics, Gaussian beams compute the cor-
rect solution of the wave field also at caustics. The method tracks a front of Gaussian beams with
two particular initial values for width and curvature which allows the direct recreation of any other
beam propagating from the initial front into the medium. This is used to approximate the field with
different, optimally chosen, beams in different points on the front. The performance of the method is
illustrated with two numerical examples.

Keywords. wave propagation, high frequency, asymptotic approximation, summation of Gaussian
beams, wavefront methods

1 Introduction

The Gaussian beam method is an asymptotic method for computing high-frequency
wave fields in smoothly varying inhomogeneous media. It was proposed by Popov [1],
based on an earlier work of Babic and Pankratova [2]. The method was first applied by
Katchalov and Popov [3] and Cerveny et al. [4] to describe high-frequency seismic wave
fields by the summation of paraxial Gaussian beams. It was later applied to seismic
migration by Hill [5, 6]. For a rigorous mathematical analysis of Gaussian beams we
refer to [7]. The main advantage of this method is that Gaussian beams give the correct
solution also at caustics where standard geometrical optics breaks down.

In the Gaussian beam method, the initial/boundary condition for the wave field is
decomposed into initial conditions for Gaussian beams. Individual Gaussian beams are
computed by ray tracing, where quantities such as the curvature and width of beams
are calculated from ordinary differential equations (ODEs) along the central ray of the
beams. The contributions of the beams concentrated close to their central rays are
determined by Taylor expansion. The wave field at a receiver is then obtained as a
weighted superposition of the Gaussian beams situated close to the receiver.

It is also possible to design an Eulerian Gaussian beam summation method. In [§],
the problem is formulated by Liouville-type equations in phase space giving uniformly
distributed Eulerian traveltimes and amplitudes for multiple sources.

In this paper, we consider the Lagrangian formulation and present a wave front
method for computing Gaussian beams. Wave front methods have been very successful



for standard geometrical optics as they provide a simple mechanism for controlling
the resolution and accuracy of the numerical approximation [9]. Using them with
Gaussian beams is not as straightforward since the beam method strongly depends on
the distribution and width of the beams at the initial front. We show how one can use
two canonical beams in the wave front method and from these afterward recreate any
other beam. This is used to approximate the field with different, optimally chosen,
beams in different points on the front. We present numerical examples to verify the
efficiency and accuracy of the algorithm.

2 Gaussian beam equations

Gaussian beams are asymptotic solutions of linear wave equations. In the beam sum-
mation method, the initial/boundary data are decomposed into Gaussian beams. In-
dividual beams are computed from ordinary differential equations along their central
rays. The contribution of each beam close to its central ray is calculated by Taylor
expansion. The wave field is then obtained by summing over the beams.

In this section, we review the governing equations for computing Gaussian beams
and formulate the beam summation method. We consider the reduced wave equation
in the frequency domain (Helmholtz equation) in a two-dimensional space,

u(x) =0, x = (2,y) € R?, (1)

where w > 1 is the angular frequency and ¢(x) is the speed of propagation. A Gaussian
beam as an approximate high frequency solution to (1) is written in the form,

ugs () = A(z) e“*@), (2)

where the amplitude function A and phase function ¢ are independent of w. Note that
(2) is in fact the first term of the WKBJ expansion, known as geometrical optics term
and is of order O(w™'). However, unlike the geometrical optics, where these functions
are real-valued, in Gaussian beam method they are complex-valued.

The beam central ray € is given by the ray tracing system

dx

= c(x) cosf, x(0) = x,

d )

d_?; = c(w) sind, y(0) = yo, )
o Oc . dc

i %(w) sin § — —ay(w) costl, 6(0) = b,

where t is the real-valued travel-time (or the arc-length) along the ray, and 6 is the
angle between the tangent of the ray and the positive z-axis.
The complex-valued functions A and ¢ close to the central ray are approximated by



Taylor expansions around the ray,
Az) ~ A(z"), (4)
1
o(@") + (x — @) Vo(a") + 5 (x —a") D*é(a") (x — "), ()

b
8
2

where * = x(t) for some ¢t. The Taylor coefficients ¢(z*), Vo(x*), D*¢(x*) and A(z*)
are computed only on the central ray,

Pp(x*) = ¢(x(0)) + ¢, Vo(x*) = (cosh sinh)' /c(x*),
D*(x(t) = HNH™,  A(z*) = (c(z*)/Q)"?,

[ sinf  cosf [ P/Q —c1/c? a1\ | g1
H_(—0089 sin@)’ N_(—cl/02 —cy/c? ) Co = Ve

The complex-valued scalar functions P and @) satisfy the dynamic ray tracing system

where

d
Loc@r  Q0=q
L2g : 2 (6)
ap __ Caz Sin 0 — 2cyy sind cos 0 + ¢y, cos” O Q. PO) =P
dr c(x)

The quantities P and () determine the wavefront curvature and the beam width.

A main difficulty in the Gaussian beam method is the choice of initial data P and
(Qo. These parameters are arbitrary and therefore the Gaussian beam solution is non-
unique. However, despite this non-uniqueness, the summation of Gaussian beams is a
high frequency asymptotic expansion of the wave field for all admissible values of these
parameters. It can be shown that if we choose the admissible parameters satisfying

Qo # 0, S(Po/Qo) > 0, (7)

then Q(t) # 0 and I(P(t)/Q(t)) > 0 along the central ray, [1]. The former guarantees
the regularity of the Gaussian beam (with finite amplitudes at caustics), and the latter
guarantees the non-degeneracy of the beam (concentration of the solution close to the
ray).

It has been proposed that the optimal choice of the parameters produce Gaussian
beams of minimum width at a receiver point, see [4, 10] for instance. The half-width
of the Gaussian beam is given by

~1/2
w(t) = (éwfmw(w/@(t») .

The main motivation for this choice is that for wide beams the Taylor expansion error
should be large. Moreover, from the computational point of view, it is more convenient
to work with beams which are as narrow as possible, because in the case of variable



speed of propagation, where the central rays can bend, at some distance from the rays
the phase may become non-smooth and therefore the Gaussian beam approximation
may break down. However, it was shown in [11] that this choice will not necessarily
give the minimum error. The optimal choice of the parameters should minimize the
error and is still an open question.

Since the optimal parameters are different for different points along the beam central
ray, we may need to solve (6) for different initial conditions Py and ()y. This can
computationally be very expensive. However, we take the advantage of linearity of (6)
and make the following observation. We specify two real-valued canonical solutions
(Q1, P1) and (Q2, P») with two different sets of initial data

(@1, 71) (0) = (1,0), (@2, F»)(0) = (0,1). (8)

Then
Q=0QvQ1+ FQa, P=QyP + RP,, 9)

is a complex-valued solution of (6) with the initial data Py and @y, [4]. Hence from
two basis solutions, beams with all possible initial data can be computed by taking
linear combinations at no extra cost. In particular, the geometrical optics solution can
be obtained from (@1, P;),

1 c(=(t) >/

dao(x(t)) = ¢(x(0) +¢,  Aco(x(t)) = A(=(0)) <Q1(t) c(2(0))

which corresponds to an infinitely wide beam.
Based on the two canonical solutions, a typical choice of initial parameters is

_ @2 (t)
Q1(t)

where the real-valued () is optimally chosen to give the minimum half-width of the
Gaussian beam 12
. t t

In addition, letting )y to be complex-valued with a positive real part will allow us to
make the width arbitrarily small and give more control over the beam parameters.

Now, let the wave source be a curve xy(s) in R? parameterized by s. We introduce
the notation A(x,s) and ¢(x, s) for the amplitude and phase of a beam with initial
position xq(s). We first decompose the initial/boundary condition for the wave field on
xo(s) into initial conditions for several beams with different initial positions @(s;), see
[12] for example. Individual Gaussian beams are computed by solving the above ODEs.
The contributions of the beams concentrated close to their central rays are determined
by the approximations (4,5) entered in (2). The wave field at a fixed receiver point g
is then calculated by summing over the beams

u(@r) = > U(s;) Alap, s;) 0@, (11)

JEZ

Qo = Q3" (t)

) PO :i> (10)



The weights 1(s;) and the initial conditions for the ODEs (3) and (6) are chosen such
that u at @ well approximates the exact initial/boundary data.

As an example, we show how to find the weights and the initial conditions when the
wave field is generated by a plane wave at xy(s) = (0, s) propagating into the domain
orthogonally, i.e. 0y(s) = 0. We first note that a plane wave can be approximated by
a sum of beams, [5],

1 h
u(0,s) =1= Z NG w—oe_(s_sj)z/w(% +O(e" /MY s — g, (12)
J

with A and wy representing the initial spacing of the beams and the initial beam half-
widths, See Figure 1.
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Figure 1: The sum of several Gaussian functions is almost constant. A plane wave can therefore be
decomposed approximately to a sum of parallel Gaussian beams.

To properly choose the initial data, one must therefore take the parameters wy and
h such that wg > h. Note that for computational efficiency, A should not be taken too
small. The wave field (11) at xq(s) = (0, s) is

I\ 2, 2 Po
u(0,s) = ij <C(2§S])) (75" qq ;= (s;). (13)
jez 0

Now, we choose a real-valued, positive ()y and Py = i which satisfies the condition (7).
Comparing to (12), the Gaussian beam solution (13) produces a plane wave if

(20, 1/2 B w 1/2
“’°‘<T) ’ wj‘h<2m<o,sj>> |

3 Wavefront method

The usual way to compute high frequency wave fields by Gaussian beam summation
is based on standard ray tracing, where the central rays of the beams are traced indi-
vidually by solving the ODE systems (3) and (6). The main problem with ray tracing
is that it may produce diverging rays that fail to cover the computational domain.
In this case, one needs to increase the number of rays, which in turn increases the
computational cost.

In standard geometrical optics, the problem of diverging rays can be overcomed by
instead using so-called wave front methods, [13, 14]. They are related to ray tracing,
but instead of tracing a sequence of individual rays, a wave front is evolved in physical



or phase space according to the ODE formulations. In physical space, a wave front at
a travel-time ¢ > 0 is a curve {x(t, s)|¢(x(t, s),s) — ¢p(xo(s),s) —t = 0}. Wave front
methods provide a simple mechanism for controlling the resolution and accuracy of the
numerical approximation. There are also Eulerian wave front methods based on PDE
formulations of the problem, see [9] for example.

Using wave front methods with Gaussian beams is not as straightforward, since the
beam method strongly depends on the distribution and width of the beams at the
initial front. We introduce a Lagarangian wave front-based Gaussian beam method,
in which a wave front is evolved in phase space (x,#) by solving the ODE systems (3)
and (6). In order to overcome the problem of diverging rays in the ray tracing method,
we use an automatic refinement criterion to keep the fronts uniformly sampled.

In this section we will show how to construct the wave front Gaussian beam method.
Let the initial phase space wave front be (xq(s), 0y(s)) parameterized by s and assume
that the exact phase space wave front at travel-time ¢ is described by (x(t,s),0(t, s)).
Now let

x} ~ x(nlt, jAs), 07 ~ 0(nAt, jAs),
where (j,n) represents a marker (grid point) on a front at ¢ = nAt. We initialize the
markers on the initial front at t = 0 as (x,607) = (2(jAs),0(jAs)). Each marker is
then updated by a standard ODE-solver, applied to the ray tracing system (3). See
Figure 2 (left).
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Figure 2: Wave front construction. Markers (¢) on the wave front are propagated as ordinary rays
(left). When markers fail to acurately resolve the wave front, new markers are inserted via interpolation
from the old markers (middle). The information carried by markers on the wave fronts are interpolated
onto a regular grid (right).

When the resolution of the wave front deteriorates, new markers are inserted and
computed by interpolation from the old markers. We add a new marker (j + 1/2,n)
between markers (j,n) and (j + 1,n) if

|z, — x| > 0 or 07 — 07| > 09,

for some tolerances ¢, and dyg. See Figure 2 (middle).
Figure 3 shows the central rays and the computed function 6 versus y along the
front ¢ = 3 obtained by the wave front method without and with refinement. As it can



be seen, in the case of no refinement, the solution is poorly resolved in places where
the rays diverge. It is well resolved if refinement is performed.

2

Figure 3: Figure (a) shows the beam central rays generated by a plane wave which propagates into
the computational domain from the left boundary. Figure (b) shows the function 6 versus y along
the front ¢ = 3. In places where the rays diverge, the solution, computed by the wave front method
without refinement, is poorly resolved. Bottom figures show the rays and solution computed by the
wave front method with refinement. In this case, the solution is uniformly resolved.

Note that inserting new markers on the fronts in the wave front method is anal-
ogous to inserting new rays in the ray tracing method. However, here, the rays are
inserted only in places where the resolution deteriorates. These rays are then traced
afterward, and there is no need to compute them from the source, as is done in the
ray tracing method. Therefore, in Gaussian beam summation, the wave front method
is computationally faster than the ray tracing method, while keeping the same order



of accuracy.

In parallel with computing (m?,@}‘), we also compute the real-valued canonical
functions (@17, P1}) and (Q2}, P%}) by solving the dynamic ray tracing system (6)
with the initial conditions (8). We note that via (9) we can recreate beams with
any initial data Py and (Jo from these two canonical solutions. We save V' :=
(2, y7, 07, @1}, Py, Q2 Pg?)T for each grid point (j,n).

Now assume we want to compute the wave field at a marker (j*,n*), as a receiver
point, on the front at t* = n*At. We first select the beam parameters Py, )y and
the initial spacing h such that the initial/boundary data is well approximated on the
initial front. We discretize the initial front into M equi-distant grid points s,, = mh,
with m = 1,..., M. Each grid point on the initial front represents the initial point
of a beam central ray €2,,. We then find V" by interpolating the already computed
values V. The complex-valued functions P"", Q" on the front at #* are obtained by
(9). The total wave field at the marker (j*,n*) is then calculated by (11).

As an alternative way, if we need the wave field on a regular grid, we can first
interpolate V" values down on a regular Cartesian grid. See Figure 2 (right). We then
use the same precedure as above, but instead of a wavefront, we consider a line passing
the receiver point.

A main advantage of using the basis solutions (Q, P;) and (Q2, P,) in the algorithm
is that at different wavefronts we can use different initial data Qq, Py to evaluate the
solution at no extra cost. Therefore, optimization, based on the minimization of either
the beam width or the error, is possible, and we can approximate the field with dif-
ferent, optimally chosen, beams in different points on the fronts. Moreover, since the
geometrical optics solutions can be obtained by (@, P;), we can construct a hybrid
algorithm and use Gaussian beam solutions only around caustics.

The cost of the wave front tracking is independent of w and is typically O(1) per
grid point.

4 Numerical example

In this section we consider two numerical examples and use the wave front method
described in Section 3 to compute the wave field.

4.1 Example 1
We consider a rectangular domain D = [0, 4] x [—2, 2] and the speed of propagation

1

T4 o (z,y) € D.

c(z,y) =
The boundary data is given on the y-axis, xo(s) = (0, s), by a plane wave propagating
into the computational domain orthogonally, i.e. 0y(s) = 0. The plane wave is refracted
as it propagates through the domain, and a cusp caustic is formed. Figure 4 shows the
central rays of the Gaussian beams and the corresponding wave fronts.
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Figure 4: The central rays and the corresponding wave fronts generated by a plane wave propagating
into the domain from the left boundary z = 0. The wave field is refracted inside the domain and
forms a cusp caustic.

The total wave field along the line x = 1 is shown in Figure 5a for different frequen-
cies. As it can be seen the solution obtained by the Gaussian beam method converges
to the solution obtained by geometrical optics. Figure 5b shows the maximum point-
wise error between the Gaussian beam solution and the geometrical optics solution.
The error is proportional to w™' and agrees with the convergence rate obtained in [11].
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Figure 5: Figure (a) shows the magnitude of the solution obtained by wave front Gaussian beam
method with different frequencies and geometrical optics at @ = 1. Figure (b) shows the logarithmic
scale of the maximum pointwise error between the Gaussian beam solutions and the geometrical optics
solution. The error is of order O(w~1).



Figure 6 shows the total wave field along the line x = 1.572 where there is a
cusp caustic at y = 0. A zoomed view at the caustic is shown in Figure 7a. Unlike
the amplitude of the geometrical optics solution which is unbounded at the caustic,
the amplitude of Gaussian beam solution is bounded and increases as the frequency
increases. The rate of increase is shown in Figure 7b and agrees with the Maslov theory
saying that at a cusp caustic, |u| = O(w'/*). See, for example, [15].
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Figure 6: Absolute value of the wave field |u| along the line x = 1.572. A cusp caustic is formed at
y = 0 along this line. The amplitude of the geometrical optics solution is unbounded at the caustic,
but Gaussian beam method gives a bounded amplitude.

Figure 8 shows the total wave field after the caustic along the line z = 2.5 for
two different frequencies. Note that in between the caustics, there are multiple arrival
times, and the amplitude of the wave field is very oscillatory.

As it was mentioned in Section 3, a main advantage of this algorithm is that by
using the basis solutions (@1, P1) and (Q2, P,) we can use different initial data @, Py
for different points of the domain at no extra cost. It provides a simple and fast way of
optimizing the solution. In order to verify this, we plot the magnitude of the solution
along two different lines x = 1 and x = 1.572. First, we use a fixed value for the initial
data, Qo = 1, Py = i for both cases, see Figure 9 (top). Next, we use different values
for the initial data, Qo = 1—0.2¢, Fy =7 along x = 1 and @)y = 1.2 —0.2i, Py = i along
x = 1.572, see Figure 9 (bottom). As the figures show, by choosing different initial
data at different points, it is possible to improve the solution.

4.2 Example 2

As the second example, we consider the speed of propagation

o(z,y) =1+ 0.5 e 2 (@054 (z,y) € D.
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Figure 7: Figure (a) shows a zoomed view of the solution magnitude close to the cusp caustic at
(z,y) = (1.572,0). While the amplitude of the geometrical optics solution is unbounded at the
caustic, the Gaussian beam solutions are bounded and increase as the frequency increases. Figure (b)
shows that the rate of increase is O(w'/*) as the Maslov theory predicts.
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Figure 8: Amplitude of the wave field along the line z = 2.5 for two frequencies w = 100 and w = 400.
In the region inside the caustic, there are three arrival times.

Similar to the first example, the wave field is generated by a plane wave propagat-
ing from the left boundary into the computational domain orthogonally. Two cusp
caustics are formed. Figure 10 shows the central rays of the Gaussian beams and the
corresponding wave fronts.

The total wave field for different frequencies along the line x = 1 and the maximum
pointwise error between the Gaussian beam solution and the geometrical optics solution
are shown in Figure 11. The error is proportional to w™!, as expected.
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Figure 9: Figures (a) and (b) show the magnitude of the solution with a fixed Q¢ = 1 along the lines
x =1 and z = 1.572, respectively. Figures (¢) and (c¢) show the magnitude of the solution along the
same lines, but with different initial data Qg = 1 — 0.2¢ and Qo = 1.2 — 0.2¢, respectively.

Figure 12 shows the total wave field along the line x = 2.125 where there are two
cusp caustic at y = £1.352. A zoomed view at the caustic is shown in Figure 13a, and
the rate of the increase of Gaussian beam solutions as the frequency increases is shown
in Figure 13b. As it can be seen, |u| = O(w'/*) in agreement with the Maslov theory.
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In the harmonic description of general relativity, the principal part of Einstein’s equations reduces to 10
curved space wave equations for the components of the space-time metric. We present theorems regarding
the stability of several evolution-boundary algorithms for such equations when treated in second order
differential form. The theorems apply to a model black hole space-time consisting of a spacelike inner
boundary excising the singularity, a timelike outer boundary and a horizon in between. These algorithms
are implemented as stable, convergent numerical codes and their performance is compared in a 2-

dimensional excision problem.
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L. INTRODUCTION

A primary goal of numerical relativity is the computa-
tion of gravitational radiation waveforms from binary
black holes. Radiation produced in the inspiral and merger
of binary black holes is expected to provide a strong signal
for gravitational wave observatories. However, the simula-
tion of black holes has proved to be a difficult computa-
tional problem. The importance of this challenging
problem has recently spurred a fertile interaction between
numerical relativity and computational mathematics. The
classic computational treatment of hyperbolic systems has
been directed at fluid dynamics and has been based upon
first differential order systems. Certain formulations of
Einstein’s equations take a more natural second order
form, notably the harmonic formulation [1,2] for which
well-posedness of the Cauchy problem was first estab-
lished [3]. Here we present theorems regarding the stability
of several evolution-boundary algorithms for such second
order systems which have direct application to the black
hole problem.

Harmonic coordinates x® = (¢, x') = (¢, x,y,z) have
only recently been used in designing numerical codes
[4-12]. They satisfy the curved space wave equation

1
gt 1= Tg(’)a(,/—ggaﬂaﬁx“) =0.
In harmonic coordinates, Einstein’s equations reduce to 10
quasilinear wave equations for the components of the
metric,

(1.1

O, gt = SK, (1.2)

where S#” are nonlinear terms which do not enter the
principal part. Thus the scalar wave equation

8% ,0u =0, (1.3)

which has the same principal part, provides a fundamental
testing ground for designing algorithms to treat the non-
linear gravitational problem (1.2). In a previous study [13],
we used this scalar equation to develop evolution and
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boundary algorithms for a model one dimensional black
hole excision problem. Here we extend these results to two
dimensions. While the extension to 2D involves substantial
new features, the generalization from 2D to 3D is quite
straightforward. Thus our results are immediately appli-
cable to algorithms for the harmonic gravitational
Egs. (1.2), as well as their generalization to include har-
monic gauge forcing terms [14] and other related general-
izations such as the Z4 formulation [15].

We treat (1.3) in the second order differential form,
which has advantages for both computational efficiency
and accuracy over first order formulations [16,17].
Although the system can be reduced to first order symmet-
ric hyperbolic form [18], this has the disadvantage of
introducing auxiliary variables with their associated con-
straints and boundary conditions. The second order form is
also best suited to the analogous wave equations governing
elasticity and acoustics. Elasticity theory is governed by a
coupled system of wave equations which for simple cases
is similar to (1.3), in which the spatial components g/ are
determined by the elastic moduli. In fact, some of the
techniques utilized here have been developed in a recent
computational study of the wave equations governing an
elastic body [19]. The new ingredient introduced in the
wave Eq. (1.3) arises from the nonvanishing mixed space-
time derivatives arising from the components g'. Such
terms do not ordinarily appear in the wave equations
governing elasticity theory because they are treated in the
rest frame of the body but they would necessarily arise in
treating acoustic waves propagating in a medium with
nonuniform macroscopic motion. In general relativity,
these mixed space-time components of the metric corre-
spond to a nonvanishing ‘“‘shift,” which is an essential
feature of the black hole problem. In the standard 3 + 1
description of space-time [20], the Cauchy hypersurfaces
t = constant are required to be spacelike so that they have
a length element with Euclidean signature

d€2 = h,-jdxidxj. (14)
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The inverse spatial metric A", satisfying h'h; = &}, is
related to the spatial components of the 4-metric determin-
ing the wave operator by

W= g = B (15)
where B are the components of the shift. Here, the space-
like character of the Cauchy hypersurfaces requires that
g"<o.

The wave equation with shift has not received a great
deal of attention outside of recent work in general relativity
[6,10,13,21-23], although the important causal effect of
the shift in the black hole excision problem has been
recognized. This causal effect has been incorporated in a
first order computational treatment of Einstein’s equations
by using upwind differencing for the shift terms, see e.g.
[24]. Even before the computational problem is attempted,
new mathematical features introduced by the shift must be
dealt with in formulating a well-posed initial-boundary
value problem. The operator A"/ 9,0 j 18 by construction an
elliptic operator defined by the spatial metric of the Cauchy
hypersurfaces. However, the operator g¥0;d; is elliptic
only when the shift is sufficiently small. The elliptic case
arises when the operator 9, is timelike, i.e. when the
evolution proceeds in a timelike (subluminal) space-time
direction.

Without loss of generality, we set g' = —1 and write the
2D version of (1.3) as

(07 —2(B*0, + BY9,)9, — (&) — BB
—(c1 = B'B)o3 = 2(by — B**)a,9)u =0, (1.6)

where ™ = a;, W = b; and > = ¢,. The Euclidean
property of h'/ requires

a; >0, c1 >0, ajc; —b?>0. 1.7

The components of g¥/ are g¢** = a = a, — B*B*, g¥ =
c=c;— BB and g¥ = b = b; — B*B”. In the sublu-
minal case when g*/9,0; is an elliptic operator, the simplest
second order accurate difference approximation to (1.6) is

W= (at2 - Z(BXDOX + ByDOy)at - aD+xD*x

- CD+yD,y - 2bD()xDoy)u = (. (]8)

(Here Dy;, D,; and D_; are, respectively, the centered,
forward and backward difference operators in the
xi-direction defined in Sec. III). This leads to stable
evolution-boundary algorithms for Dirichlet, Neumann,
Sommerfeld or other dissipative boundary conditions.
Stability was established for the 1D case using a semi-
discrete energy norm in [13], and this was generalized
using the discrete energy method to the full 3D case in
[10,12].

The W-algorithm (1.8) is unstable when the shift is
sufficiently large so that g < 0 (for any diagonal compo-
nent). This occurs in one of the strategies for avoiding
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problems with the singularity which ultimately forms in-
side a black hole. In this strategy, the singularity is “ex-
cised” by surrounding it with a spacelike inner boundary.
The evolution direction which is adopted to this spacelike
boundary is superluminal, so that g no longer has
Euclidean signature. In Sec. III, we establish the stability
of several different second order, evolution-boundary algo-
rithms for this superluminal case. For the Cauchy problem,
we establish stability for a general system of wave equa-
tions in s spatial dimensions so that the results may be
immediately applied to other second order systems such as
elasticity theory or acoustics. For the boundary, we special-
ize our treatment to scalar equations in 2D in order to
simplify the notation, but the extension to general systems
in sD is straightforward. In particular, our results apply
directly to the 3D harmonic evolution of black holes.

The analysis of the initial-boundary problem for (1.6) in
Sec. III makes evident that the above geometric properties
of the wave equation have a mathematical analogue which
results independently from a consideration of the well-
posedness of the problem. The geometrical and analytical
approaches are complementary and provide a good meet-
ing ground for the ideas of numerical relativity and com-
putational mathematics. While the main concern of
numerical relativity is the black hole problem, the stability
theorems for the finite difference algorithms developed for
the model problems considered here provide a firm basis
for attacking this problem with the harmonic Einstein
system (1.2).

In Sec. IV, we compare the performance of the algo-
rithms for the superluminal case in a problem without
boundaries. In Sec. V, we simulate a simple 2D model of
the excision problem in which the inner boundary S is
spacelike and the outer boundary T is timelike. Between
the boundaries the operator g/ ;9 ; goes from nonelliptic to
elliptic along a curve JH where det(g”/) = 0. The metric is
chosen so that no characteristics can leave the inner region
between S and ., so that F{ mimics the role of a horizon.
The global simulation of (1.6) in the region bounded by T~
and S is achieved with a blended evolution algorithm. A
stable superluminal algorithm is used in an inner region
between S and FH . In the exterior region, this superluminal
algorithm is blended to the W-algorithm (1.8), so that the
W-algorithm is used to treat the outer boundary 7 . This
model excision problem involves many of the mathemati-
cal difficulties in the full gravitational case. We begin in
Sec. II with some simple examples which illustrate the
problem, its potential pitfalls and how to avoid them.

II. SOME SUBTLETIES ASSOCIATED WITH THE
WAVE EQUATION WITH SHIFT

In an inertial coordinate system £¢ = (7, £/) (in units
where the velocity of light ¢ = 1), the wave equation
which governs special relativistic physics,
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(97 — 8Y9;0:)u =0 2.1
does not contain a shift. The invariance of the velocity of
light results from the property that this wave equation
retains the same form (2.1) under a Lorentz transformation,

1 R o ‘ 1 . .
=—-—"o((—6,%) x'=—°=(@& —p'
N N
B> = 8uBB,
to another inertial coordinate system with relative motion.

In this way special relativity resolves the dilemma with
experiment that under a Galilean transformation,

2.2)

t=1 x=@& - B, 2.3)
(2.1) gives rise to the shifted wave equation
(97 —2B'9; — (89 — B'BNa0)u=0  (24)

whose solutions propagate with coordinate speeds in the
range |1 * B| (where B = §,;8' /). This raises the ques-
tion: why does the wave equation with shift arise in general
relativity?

In fact, although there are no preferred inertial coordi-
nates in general relativity, in any sufficiently small space-
time region it is always possible to introduce Gaussian
coordinates in which the wave Eq. (1.3) reduces to the
shift-free form

(02 — h9;0 Hu=0. (2.5)

The problem here is that in Gaussian coordinates the
worldlines x' = const are geodesics, i.e. the worldlines of
freely falling observers, which can be focused by the
attractive nature of gravity to produce coordinate singular-
ities. This can occur on a short time scale in a strong
gravitational field.

Another reason for introducing a shift is the simplicity of
harmonic coordinates in reducing Einstein’s equations into
the hyperbolic form (1.2). Since the shift components g’
satisfy a coupled system of nonlinear wave equations, even
if they were initialized with vanishing Cauchy data they
would in general evolve to be nonzero. This cannot be
avoided by introducing a harmonic gauge forcing term, of
the form [lx® = F¢, without choosing the forcing term F¢
to depend upon the derivatives of the metric 9, g“#. Thisin
turn jeopardizes the hyperbolic form of the reduced
Einstein equations and the well-posedness of the Cauchy
problem [14].

Yet another reason for introducing a shift arises in the
simulation of black holes. Once a black hole of mass M has
formed there is at most a proper time of order M (in
gravitational units) until a physical singularity is encoun-
tered. On the other hand, a simulation which provides
gravitational waveforms of physical interest typically re-
quires an evolution for a proper time of more than 100M in
the exterior region. One strategy for accomplishing this is
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to excise the singularity by surrounding it with a spacelike
inner boundary for the simulation domain, i.e. an inner
boundary which moves at superluminal speed. If the evo-
lution tracks the inner boundary then a superluminal shift
must be used.

This can be illustrated by a spherically symmetric
Schwarzschild black hole for which the wave Eq. (1.3)

becomes
2M aM 2M
((1 + —>32 —9,0, — (1 >a2
r r r
! 0> 0, (2.6)
u=20, .
sin26 ¢ ))

1
_ 2
ﬁ(@g + —

in ingoing Eddington-Finkelstein coordinates. Here the
evolution takes place on the spacelike Cauchy hypersurfa-
ces t = const which are nonsingular for » > 0. The black
hole is located at r = 2M, which is a characteristic hyper-
surface with the horizon property that no characteristics
leave the region r = 2M. The singularity is excised by
evolving in a domain R; = r = R,, where 0 < R; <2M
and R, > 2M. The shift has the radial component

1

B = —>0.
1+

2.7)

The change in sign of the coefficient of 92 in passing inside
the horizon does not change the hyperbolicity of the wave
equation but it changes its mathematical properties.
Outside the horizon, the curves of constant (r, 8, ¢) are
timelike, as well as the outer boundary r = R,. In the outer
region 2M < r = R,, the W-algorithm (1.8) provides a
stable second order evolution-boundary algorithm for the
wave equation [10,12,13].

Inside the horizon, the z-direction, as well as the inner
boundary » = R; is spacelike, i.e. evolution on a grid with
constant (r, 8, ¢) proceeds outside the light cone. This
effects the mathematical properties of the wave equation.
As a result, in this domain, the W-algorithm is unstable.
The alternative algorithms presented in Sec. III are stable
inside the horizon. But the W-algorithm has better accu-
racy than these algorithms in the exterior region [10]. In the
simulation of the model excision problem in Sec. V, a
stable algorithm for the superluminal regime is blended
to the W-algorithm in the exterior.

The Schwarzschild horizon has the property that char-
acteristics can not exit from inside, but can enter from the
outside. Near the horizon, the radial part of Schwarzschild
wave Eq. (2.6) has the same qualitative features as the wave
equation

(0, —9,)9, + x0,)u =0 (2.8)

which has a horizon x = 0. One set of characteristics of
(2.8) cross the horizon at x = 0 in the negative x-direction.
The other set of characteristics are tangent to the horizon
and diverge away on either side. An observer at x >0
cannot see beyond the horizon at x = 0. This is the situ-

124008-3



MOTAMED, BABIUC, SZILAGYI, KREISS, AND WINICOUR

ation which we dealt with in a model 1D excision problem
[13] whose treatment we generalize to 2D in Sec. V.
However, it should be emphasized that the related equation

(0, —9,)(9, —x0,)u =10 (2.9)

has a different mathematical character. Although (2.9) is
also hyperbolic and has a well-posed Cauchy problem, one
set of characteristics converge toward the horizon at x = 0.
These characteristics approach each other exponentially
fast and, in general, the gradients become exponentially
large near x = 0. This would lead to the focusing of a wave
into formation of a shock. Although we do not treat this
case in this paper, it is important to bear in mind that it
would require different methods.

Boundaries introduce additional subtleties. First con-
sider a timelike boundary, similar to the outer boundary
r = R, > 2M for the Schwarzschild wave Eq. (2.6). Since
the evolution is timelike in the neighborhood of the bound-
ary, the W-algorithm can be used. The stability of dissipa-
tive boundary conditions for the W-algorithm was
established for 1D in [13] and extended to 3D in [12] by
means of a semidiscrete energy method. However, such an
energy estimate does not preclude exponential growth of a
wave traveling between two boundaries. A simple example
[7] arises from the repetitive blue shifting of a wave packet
in special relativity reflecting back and forth between two
plane boundaries, whose velocities v are controlled to be
always toward the packet during reflection. After many
reflections the wave packet shrinks in size and its energy
grows by a factor ¢**T, where T is measured in units of the
crossing time between reflections and v = tanhe.
Dissipation must be used to control such growth of short
wavelength error.

It is instructive to interpret the boundary conditions on a
wave in special relativity in the shifted coordinate system
(2.3) where the boundary has fixed location but moves
relative to the ¢ = const Cauchy hypersurfaces. In the 1D
case, this gives rise to the half-plane problem

(07 —2B0,9, — (1 = B*)adu =0, (2.10)

in the region x = 0 (where we now write 8* = 3). There
are two different frames in which the energy of the wave
can be considered - the rest frame of the boundary and the
rest frame intrinsic to the Cauchy hypersurfaces. In the rest
frame of the boundary, the energy is

E— % f C a0 + (1 — B0 (@1l
and satisfies
3,E = 9,u((1 — B3, + Ba,)ul,—o. (2.12)

In the case B < 1, this energy provides a norm and the
semidiscrete version of the flux-conservation law (2.12)
provides the basis for establishing stable evolution-
boundary algorithms for the W-algorithm (1.8). Note the
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sign of B is important here in formulating a stable
Neumann boundary condition. A homogeneous Neumann
boundary condition takes the dissipative form

(1 =B, + Bau = 0.

The familiar form d,u = 0 implies 9,E =0 and thus
guarantees a well-posed problem only when 8 >0, i.e.
only when the motion of the boundary is outward relative
to the Cauchy hypersurfaces.

The energy intrinsic to the Cauchy hypersurfaces,

(2.13)

1

Fo=3 ﬁ)m dx((9,u — Bou)® + (0,uf),  (2.14)

provides a norm even in the superluminal case when §% >
1. It satisfies

oy = (50— B, + 50,07

+ (0,u — ﬂaxu)axu> (2.15)

x=0

Thus, in the absence of a boundary, (2.15) would reduce to
d;Ey = 0 so that the Cauchy problem is well-posed for any
B. The energy analogous to E; is used in Sec. III to
establish well-posedness of the Cauchy problem and the
stability of superluminal algorithms in the general multi-
dimensional case.

When 8 < —1, i.e. when the motion of the boundary is
superluminal and directed toward the Cauchy hypersurfa-
ces, it is easy to verify that (2.15) implies d,E; < 0 so that
there is always a loss of energy through the boundary. This
is the case of a spacelike boundary through which all the
characteristics leave, i.e. a pure ‘“‘outflow” boundary.
Stable algorithms for such a boundary are also given in
Sec. III for the higher dimensional case. Note that for 8 >
1 the boundary is also spacelike but now (2.15) implies
d,;Ey > 0. This is the pure “inflow” case, in which all the
characteristics enter the boundary. This should not be
considered in the context of an initial-boundary value
problem, but as a pure Cauchy problem where the bound-
ary represents a nonsmooth extension of the Cauchy
hypersurface.

Further subtleties arise in treating co-orbiting, binary
black holes. One strategy for the binary problem is to use
a rotating coordinate system which co-orbits with the black
holes. In the Schwarzschild case, the use of a coordinate
¢ = ¢ — wt rotating with angular velocity w transforms
the wave Eq. (2.6) into

2M aM 2M
((1 + —)(at + wd,)? ——09,0, — (1 — —)a%
r r r

1 1
~ ﬁ<a§ o afp))u =0. (2.16)

Now the #-direction becomes spacelike in the region
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(2.17)

2M
(1 + —>r2w251n20 > 1,
r

which intersects the outer boundary » = R, if R, is suffi-
ciently large. In that case, although the boundary remains
timelike the evolution is superluminal so that the
W-algorithm is no longer stable. A stable algorithm for
such a boundary problem has been established in the 1D
case [23]. We will not consider the 2D version of this
problem here.

A common strategy for treating the binary black hole
problem is to use a grid based upon Cartesian coordinates.
This poses a problem in dealing with inner and outer
boundaries with the spherical shapes natural to the prob-
lem. In other second order wave problems, such curved
boundaries have been successfully treated by the em-
bedded boundary method [19,25]. Another approach being
explored in general relativity is to use multiblock grids
[26—29]. This is another problem which we defer to future
work and do not consider here.

III. ALGORITHMS FOR THE 2D SUPERLUMINAL
PROBLEM

In this section, we study a class of second order hyper-
bolic systems with shift which we will use in Sec. V to
construct stable algorithms for a model 2D black hole
excision problem. The excision problem is a strip problem
with spacelike and timelike boundaries and a horizon in
between. In the region where the shift is superluminal, the
boundary is spacelike and where the shift is subluminal,
the boundary is timelike. We replace this problem by
Cauchy and half-space problems. The strip problem is
well-posed if the corresponding Cauchy and half-space
problems are well-posed [30].

For the Cauchy problem, we consider general systems of
equations in s space dimensions to demonstrate that the
results have applicability beyond numerical relativity. For
the half-space problems, we only consider scalar equations
in 2D to simplify the notation. The generalization from
scalar equations in 2D to systems in sD is quite
straightforward.

Here, we consider systems with constant coefficients.
Systems with variable coefficients can be reduced to sys-
tems with constant coefficients by freezing the coefficients
at all points. The problem with variable coefficients is
strongly well-posed if the Kreiss condition holds uniformly
for all problems with constant coefficients [31].

In order to analyze and establish stable approximations
we use the method of lines and reduce the system of partial
differential equations to a system of ordinary differential
equations in time on a spatial grid. We then apply two
standard techniques: the energy method and mode analysis.
The stability of the semidiscrete approximation implies the
stability of the totally discretized method for most standard
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methods of lines [32], e.g. with the use of a Runge-Kutta
time integrator.

A. The Cauchy problem

We consider the Cauchy problem for a second order
system with constant (possibly complex) coefficients in s
space dimensions,

5 Jd 0
u,,ZMZ:lAjka—xi a—iku = Py(d/d%)u, G
X=(%,....%) € R, t=0,
with the initial conditions
ux,r=0)=1(x), uwxr=0)=gX), ufgeC
(3.2)

(We abbreviate d ,u = u, where confusion does not arise.)
Here, for each (j, k), A are constant Hermitian matrices
€ C™", and the data f = f(X) and g = g(X) are smooth
and 1-periodic in each X ] = 1,...,s. The solution u =
u(X, t) is then smooth and 1-periodic in each ¥ It Moreover,
we consider solutions with [, ud% = 0.

We assume that the Hermitian operator P, in (3.1) is
elliptic, i. e. there exists a positive constant o such that

Z Apé & = 8l€1A

jk=1

(3.3)

for all vectors ¢ € RS. Here [ is the n X n identity matrix.
We introduce a shift by

X =x+ Bt X = (x,..
B=(B...B)ER,
and obtain the shifted system
u, =2P(d/dx)u, — P3(d/dx)u + Py(d/dx)u. (3.4)

LX) E RS,
B >0,

Here P, is a scalar operator,

N . a
Py(0/0x) =3 B/ ——.

j=1 J

Theorem 1.—The Cauchy problem for (3.4) is well-posed.
Proof.—If we set v =u, — P(3/dx)u, we get the first
order system

(:), = Pl(a/ax)<':> + <P0(ao/ax) é)(:) (3.5)

We Fourier transform (3.5) and get

() =)y D) s
(3.6)

where w = (wy, ..., ®,;) € R* and P, (iw) = iyYs | Bo;

<
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and Py(w) = > k-1 Ajrwjoy. Since Py is elliptic, we have
Py = Py* = 8,|w|?1, for some 8, >0. We can then in-

troduce new variables
. a 1 0
W=T<€,>, T=<0 }30—1/2>

and, since T and 151 commute, we obtain from (3.6)

0 > 1/2(w) )w = SW.

3.7)

W, = Pl(lw)W + (—1301/2((1)) 0

(3.8)

Since the matrix S is skew Hermitian, S* = —S§, we

obtain

%uwnz = (S%, W) + (W, S%) = (W, (5" + S)W) = 0.

Therefore, by Parseval’s relation, there is an energy
estimate and the Cauchy problem is well-posed [30].

Now we show how to construct stable finite difference
approximations to (3.4). We leave time continuous and use
the method of lines. For brevity, we treat the case 8/ > 0.

Let h; = 1/N;, j = 1,...,s, denote spatial gridlengths,
where N are natural numbers For any multi-index v =
(vy,...,vy) €EZ5, let x, = (hv,..., hyv,) denote the
corresponding gridpoint. We consider gridfunctions u, =
u,(x,, t) approximating u(x,, f) and introduce a transla-
tion operator E; in the j-th coordinate by

Efu, = u,(x, + phje; 1), pEZ,

where e; = (0,...,0, 1,0,...,0) is the vector containing a
1 in the j-th position and zeros elsewhere. We then define
the forward, backward, and the central difference operators
in the j-th coordinate direction by

— — 0
hD.j=E} — EY,

— 0 _ -1
hD_; = E9— Ej',
=D,;+D_,.

We approximate (3.4) by

vtt - 2pl(D)qu P%(D)“v + pO(D)uw (39)
where po(D) is the centered approximation
N N
poD)=> A;Dy;D_j+ > AuDyDy,  (3.10)
=1 jER=1

and p;(D) is any one of the following approximations:
(1) Centered approximation,

= Z Bl Dy,
j=1

pi(D) (G.1D)
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(2) First order accurate one-sided approximation,

= Z ,BjDﬂ,
j=1

pi(D) (3.12)

(3) Second order accurate one-sided approximation,

N

n(D)=> B/D,; (3.13)
j=1
where
D, =D, p2 3.14
pi =Dy =5 D3y (.14)

Remark.—It is not necessary to assume that 8/ > 0 in
(3.11), (3.12), and (3.13). In general, we can use
BHTW'DH + BFTW'D,j in (3.12). For the second order
one-sided approximation (3 13), we replace D ; and D _;
by D,;and D,,; = D_; + by 5 D2 ;, respectively.

Theorem 2.—The appr0x1mat10n (3.9) is stable.

Proof.—As in the continuum case, we write (3.9) as a
first order system and Fourier transform to get

() =2(3)+( 5 o))

(3.15)

<

f s
PRI

Do = Z —jz in’ 2 th I sing; sinéy,
¢ = wjhj, |§J| =, (3.16)
and p, is one of the following:
Z Bf lsmfj, (3.17)
p =i,8ji isinﬁ—Zsinzé (3.18)
: j=1 hj ! 2y .
p, = ; th—j<isin§j<l — 2sin? %) — 4sin* %),
3.19)
corresponding to (3.11), (3.12), and (3.13).
Since
sin2¢& = 4sin? §COSQ§ = 4sin2§ — 4sin* g (3.20)

we have
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N

4 4§
= E ’khh sing; sing; + E A”ﬁsm ?]
(3.21)

From the ellipticity condition (3.3) it follows that p, is
positive. As &; — 0 we have sin¢; /h w ;. Therefore,
the first sum in (3.21) is strictly positive. When |&;| = 7,
the first sum in (3.21) is zero but the second sum is not
because s1n L # 0. Therefore py is positive definite, and we

can use the same transformation as in (3.7) and write (3.15)

as
. A 0 Al/z w
W, = pw+ Ry (@) W.
Po (w) 0

The second term on the right hand side of (3.22) is again
skew Hermitian and has no influence on the stability. Thus,
we need only consider

(3.22)

= pP1W

which consists of difference approximations of scalar
equations of the above type. To show that the approxima—
tions (3.11), (3.12), and (3.13) are stable, we set it = il
and get A = p;. By (3.17), (3.18), and (3.19), we have
RA = 0 and there are no exponentially growing modes.
The approximation (3.9) involves a wide stencil.
Therefore extra boundary conditions (ghost points) are
required and the resulting accuracy is less than with a
more compact stencil. In order to investigate other approx-
imations with a more compact stencil, we write (3.4) as

u, =2P,0/dx)u, + P(8/0x)u,

(3.23)
P(3/dx) = Py(8/0x) — P39/ dx)

and approximate it by

u,, =2p(D)u, + p(D)u,, (3.24)

where p;(D) is given by (3.11) and p(D) is the centered
approximation

p(D) B?)D.;D_;

_— Z(A// _
j=1
N

D> (Ax

jEk=1

— B'BYDyDy.  (3.25)

Theorem 3.—The approximation (3.24) is stable if A;; —
B2 >0.
Proof.—We write (3.24) as
u,, =2p(Du,, - P%(D)UV + g(D)u,,

3.26
q(D) = p(D) + p3(D). (3:20

. h? .
We use the relation D, ;D_; = Dg; — 4 D% ;D ; and write

PHYSICAL REVIEW D 73, 124008 (2006)
1 N

— Z Z‘i( A
i=

In the same way as in the continuum case, we write (3.26)
as a first order system and Fourier transform to get

s
D" AjDo;D
=

— — RI2\K2DD2 2
q(D) = Bh2D% D2 .

ay /d 0 I\/a
where
A d A 1 £ sing
qg= i siné; siné;
Jk=1 ! hjh !
s s h g
+ ;(Ajj - sz)ﬁsm“?],
j J
&= wjh, |§j| =7 (3.28)

and p; is given by (3.17). By the ellipticity condition (3.3),
it is clear that g is a positive definite matrix if A;; — B2 >
0. Therefore, we can use the same transformation as in
(3.7) and write (3.27) as

0 §'() )w (3.29)

W, =pw+ R
t P1 ( _ q] /2 (w) 0

The second term on the right hand side of (3.29) is again
skew Hermitian and has no influence on the stability. Thus,

we need only to consider

W, = D1W,
and the stability follows in the same way as in Theorem 2.

Remark.—If the operator P is elliptic, we have A;; —
B2 >0, and by Theorem 3 the approximation (3.24) is
stable. However, it is possible to have A;; — 372 > 0 while
P is nonelliptic. In this case, the approximation (3.24)
remains stable when P is nonelliptic. In other words, the
stability of (3.24) does not depend upon the coefficients of
mixed derivatives A, j # k.

Remark.—In the scalar case, (3.24) reduces to the
W-algorithm (1.8).

In the excision problem, we use the subluminal algo-
rithm (3.24) in the subluminal region where A;; — B2 >0.
In the superluminal region where the shift 8/ is large so
that A;; — B2 =0, we use the superluminal algorithm
(3.9) instead. We need then a prescription for switching
from one algorithm to the other. There are two distinct
ways to do this. One is to make a sharp switch between the
algorithms where the transition from superluminal to sub-
luminal region takes place. The other, used in [13], is to
introduce a smooth, monotonic blending function and use a
blended algorithm, which turns into the superluminal al-
gorithm inside the superluminal region and reduces mono-
tonically to the subluminal algorithm in the outside. For
this purpose, note that the superluminal algorithm remains
stable in the subluminal region.
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As a further alternative to the above approximations, we
can approximate (3.23) by adding a fourth differential
order term

u,, =2p(Du, + p(D)u, — Q(D)u,, (3.30)
where p,(D) is given by (3.11) and
1 N
0D) =7 Zl a;i5D3,DY,  a;=0. (331
=

The motivation for adding such a fourth order term is to
modify the matrix ¢ in (3.28) so that it becomes positive
definite even if A;; — /2 = 0. When A;; — 82 >0, the
matrix ¢ is positive definite and this added term is unnec-
essary. We can take advantage of this by embedding the
switch or blending function in the choice of «;, with «;
0 in the outer region.

Theorem 4.—The approximation (3.30) is stable if A ;; +
a;l = B

Proof.—We use the relation ng =D.;D_; +
h? .
+ D3 ;D% and write
ol .
p(D) = Z (Ajx — B BY)Dy; Doy
Jk=1
13 A
2 Z ~ B)hDL,DY;

= —pi(D) + Z AjiDo; Do
=

Z B)hiD% D% .

-Jkl'—‘

We can then write (3.30) as

u,, =2p (D, - p%(D)ll,, + g(D)u,, (3.32)
where
q(D) = " AuDy;Do
Jk=1
1 N
I Zl(A“ B2 + a;)h3D% D%, (3.33)
=

In the same way as before, we write (3.33) as a first order
system and Fourier transform to get

(0) =)+ (% a)s)

(3.34)

<

where
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N

ix —— siné ; siné;
£ / h h J

=
i - B2+ a)) 2s1n4%

IfA;; +a;l = B7%1 then, because of ellipticity, g is posi-
tive definite and stability follows in the same way as
before.

B. Half-plane problems

We consider the scalar wave equation with constant
coefficients in two space dimensions,

Uiy = ayugg + 2bjugy + cyugy = Pou. (3.35)

In the moving coordinate system, t = 7, x = X — B[,y =
y — B1, with B8, B¥ > 0, we get the shifted wave equa-
tion,

v = 2(B%u,, + Byuy,) + auy, + 2bu,, + cuy,
= 2Pu, + Pu. (3.36)
Here the coefficients ¢ = a; — sz, b=>b, — B*B’, and

¢ = c¢; — B** are assumed to be constant. Moreover, we

assume that the space operator P, in (3.36) is elliptic,

namely a; >0 and ¢; >0 and b? < a,c,. Therefore, by

Theorem 1, the Cauchy problem for (3.36) is well-posed.
We consider (3.36) in the half-space

0=x<oo —00 <y < 0o, t=0

and we assume that u is 1-periodic in y. The number of
boundary conditions needed at x = 0 is equal to the num-
ber of outgoing characteristics of the equation u, =
2B%u,, + au,,. We consider two distinct half-plane prob-
lems determined by the coefficients of the operator P.

Half-plane problem I: If a >0 and b*> < ac, then the
operator P is elliptic and one boundary condition is needed
at x = 0. In the excision problem, this is the case of
subluminal shift with a timelike boundary.

Half-plane problem II: If a < 0, then the operator P is
nonelliptic. In the excision problem, this is the case of a
superluminal shift with a spacelike boundary.

1. Half-plane problem I (subluminal case)
This is the problem treated in [12] by the energy method.
In the present context of (3.36), the energy is given by

E = |lull* + allu,|* + 2b(uy, u)) + cllu,l*  (3.37)

in terms of the L, scalar product and the corresponding
norm

1 00
(v, w) = f f vwdxdy,
0 Jo

If u solves (3.36), then integration by parts gives

lvll? = (v, v). (3.38)
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3,E = —2u,(B*u, + au, + bu,)|,—. (3.39)

Any boundary condition satisfying the dissipative condi-
tion d,E = 0 gives an energy estimate sufficient to estab-
lish the well-posedness of the Cauchy problem, including
the Dirichlet condition

and the Neumann condition
Bu,0,y, 1) + au,(0,y, 1) + bu,(0,y,t) =0  (3.41)

for which energy is conserved.

As difference approximation for the half-plane problem,
we use (3.24), which in the present case reduces to the
W-algorithm (1.8). By introducing a discrete energy norm
and using summation by parts, a discrete version of (3.39)
has been used to establish stability of the finite difference
problem. For details we refer to [12].

2. Half-plane problem II (superluminal case)

To investigate the well-posedness of the continuum
problem, we use mode analysis. We apply a Laplace trans-
formation in ¢ and Fourier transformation in y.

Theorem 5.—The half-plane problem (3.36) with a <0
is well-posed.

Proof.—By substituting u = fi(x)e’ ¥, s € C, w €
R, into (3.36) we obtain

ail,, + Qibw + 2B%s)i, + i ws — s* — cw?)it = 0.
(3.42)

The general solution to the ordinary differential Eq. (3.42)
is of the form fi(x) = oe"* + o,e*?*, where k; and k,
are the solutions of the characteristic equation

ak®> + 2biw + 2B s)k + 2if ws — s> — cw* = 0.
(3.43)

Without restriction we can assume a = — 1. Moreover,
since the sign of N« does not depend on w, we set w = 0.
We then obtain

Kip = B's * \/(sz —1)s%

For Ns > 0, we have Mk, > 0 and there is no bounded
solution . Therefore no boundary condition is needed and
the problem is well-posed.

As difference approximation for the half-plane problem,
we can use either (3.9) or (3.30). We study the stability of
the approximations by mode analysis. Below we show that
(3.9) is stable with p;(D) in (3.12). The stability of the
other approximations with p,;(D) in (3.11) and (3.13) can
be shown in the same way.

On a uniform spatial grid Qj = (vh, wh), v =
0,1,2...,u=12...,N, with spacing &, let v(z) :=
u,, () be the gridfunction approximating u(x,, y,, t). We
consider the shifted wave Eq. (3.36) and approximate it by

PHYSICAL REVIEW D 73, 124008 (2006)
vy =2B*Dyy + B'Dyy)v, — (B*Dyy + BD4y) v
+ (a1D+xD_x + 2b1D0xD0y + C1D+yD_y)'U,
(3.44)

for v =1,2,.... For every fixed u, we need one extra
boundary condition to determine u,,,. We use a third order
extrapolation

h*D% Lug,, = 0. (3.45)
We consider bounded solutions of type
(1) = e, el < oo (3.46)

Putting (3.46) into (3.44), we get the eigenvalue problem

_ Y o P 3
©,5? 2 (go,,ﬂ ©,)s 27 isiné — 2sin 5 )@
x2 X QY
+ i_2(¢v+2 - 2¢V+1 + gDV) + Zﬁh—zﬂ(gpv-%—l - GDV)

X (z siné — 2sin? f) + 'i—2< isin*é — 2sin® §>2¢V

a b,
— —;(%H 20, + ¢, 1) — lsmf(%ﬂ —@,1)

+ 4ﬁs1n2§go,, = (),

The approximation (3.44) and (3.45) is stable if and only

if the Kreiss condition is satisfied, or equivalently if (3.47)

has no eigenvalue s with Ms = 0 [31]. The constant-

coefficient ordinary difference Eq. (3.47) has solution of
the form

& = wh. (3.47)

3
— 14
¢y =D 0K},
Jj=1

where «; are the three solutions of the characteristic equa-

) J
tion

52— 2<_x( -1+ %(z siné — 2sin? f))

+ (%( -1+ %( siné — 2sin? f))
(k=17 b 1. . &
—%L p h;< ;)zs1n§+4%sm2§=0.
(3.48)

By Lemma 12.1.6 of [31], for fs > 0 the characteristic
Eq. (3.48) has no solutions with |k| =1 and there is
exactly one solution with |«| < 1. Roughly speaking, the
number of left points in the difference stencil determines
the number of solutions to the characteristic equation with
|| < 1. We call this solution «; and write the bounded
solution as

MV(Z) - ESI+iMMhO'IKT.

(3.49)
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By substituting (3.49) into the boundary condition (3.46),
we get

o (K, — 1)3esrHiorh =, (3.50)

Since x; # 1 for fs > 0, (3.50) has only the trivial solu-
tion o; = 0. Now, we let k — 1 and investigate if there is
any sequence {s} such that s — 0 with s > 0. We then
get from (3.48)

2
P 2B>’<isin§ ~ 2gin? §>s + B>'2<i sing — 2sin? g)

+ 4clsin2§ =0, §=sh, (3.51)

and therefore

§= B>‘<isin§ — 2sin? g) = [ ~deysin? g (3.52)

Since B > 0 and ¢; > 0, we have Hs < 0 if £ 4 0. In the
case where £ — 0, we get from (3.48)

ﬂﬁ ap (k — 1)2 .
2 e
(3.53)

Letting s — 0, we then get from (3.53) that x;, = 1 and
Ky = a,/B** < 1. Since for Ns > 0 there is no solution
with |k| = 1, the only solution is x5 which is strictly less
than 1 and does not converge to 1. Therefore there is no
positive sequence {s} such that is — 0 for |£| = 7. Now,
we can prove the following theorem:

Theorem 6.—The approximation (3.44) and (3.45) is
stable.

Proof.-—Since there is no eigenvalue s with Hs = 0 to
the eigenvalue problem (3.47) giving bounded solutions
(3.46), the Kreiss condition is satisfied and stability
follows.

s2—27s(/<—1)+ (k —1)?

IV. TESTS OF THE SUPERLUMINAL
ALGORITHMS

In the subluminal case where the evolution proceeds in a
timelike direction, the W-algorithm (1.8) provides an ac-
curate, flux-conservative, second order treatment of the
IBVP. This was proved for a 1D quasilinear wave equation
in [13] using the discrete energy method. In [10,12], the
results were extended to the 3D case and applied to the
harmonic Einstein system (1.2). The semidiscrete conser-
vation laws extend to the principal part of the harmonic
Einstein system and contribute to excellent long term
performance in test problems. We use this W-algorithm
to treat the outer region of the model excision problem
considered in Sec. V.

In this model problem, the inner boundary is chosen to
be spacelike, corresponding to the strategy for excising an
interior singularity. The evolution near the inner boundary
proceeds in a spacelike direction (superluminal shift) so

PHYSICAL REVIEW D 73, 124008 (2006)

that the spatial grid tracks the boundary. For this super-
luminal case, the W-algorithm is unstable and one of the
algorithms considered in Sec. III must be used. These
algorithms are either given by (3.9), with p,(D) given by
one of the approximations (3.11), (3.12), and (3.13), or by
(3.30).

In the case of the 2D shifted wave Eq. (1.6), the choice
(3.11) reduces to the centered algorithm

V.= ((at - BXDOX - ﬂyDOy)2 —a\Dy,D_,

—c¢Dyy,D_, —2bDy,Dy,)u = 0; 4.1)
the choice (3.12) reduces to
Vi=(0,— BDsy— B'Dyy)* —aD.D_,
—¢DyyD_, — 2b Dy, Dyy)u = 0, 4.2)

in which the shift terms are treated by first order accurate
one-sided difference operators; the choice (3.13) reduces to
Vp = ((at - IBXDP.X - Bpry)z - alD+xD—x

- C]DJF},D,y - 2b|D0xDOy)M = 0, (43)

in which the shift terms are treated by second order accu-
rate one-sided difference operators (3.14); and (3.30) is
related to the subluminal W-algorithm (1.8) by
h2
Va =W + Z(al(D+xD7x)2 + az(D+yD7},)2)u = 0,
4.4)

where Theorem 4 guarantees stability provided the in-
equalities

a; =B —q

—a, a; =0, 4.5)
ay = ,8«"2 —c = —c¢ a, =0,

are satisfied.
The V-algorithm is related to the W-algorithm by the

second order accurate modification

(4.6)

h2
V=Wt (B (DD + B (DD ) = 0.

4.7)

In the subluminal case where the W and V algorithms can
be compared, tests show that the W-algorithm has consid-
erably better accuracy due to its more compact stencil [10].
Here we carry out a set of 2D superluminal tests to com-
pare the performance of the superluminal algorithms in a
periodic test problem (smooth toroidal boundary condi-
tions) where the effect of the boundary is eliminated. The
first order accurate V -algorithm (4.2) is highly dissipative
and much less accurate than the second order accurate V,
version (4.3). For these reasons, we restrict our test com-
parisons to the V, V,, and V,, algorithms.

The V-algorithm is a special case of the V,-algorithm
(4.4) where a; = ,8"2 and ay = Byz. The accuracy of the
V,-algorithm might be expected to depend on the relative
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weight of the higher order terms responsible for the
stretched stencil in (4.4). For example, the V ,-algorithm
might be expected to be most accurate for the minimum
values, a; = (la| — a)/2 and @y = (|c| — ¢)/2, which are
allowed by (4.5) and (4.6). This is true for the case when a
and c¢ are positive, for which a; = @, =0 and the
V .-algorithm reduces to the W-algorithm.

When a < 0 is negative and ¢ > 0, the optimal value for
o, remains O but the optimal value for «; is not necessarily
the minimum allowed value a; = —a. This value would
result in approximating the ad? term in the wave operator
by aD3_, which decouples the even and odd grid points.
Although the optimal choice of «; in this case is not
obvious, the combination @, = B and @, = 0 would
give better accuracy than the V-algorithm. No general
guidelines are suggested by examining the truncation error
in the V,-algorithm, which to order A? is given by

h2
7= 15 (@ =3a)al + (c = 3an)d} + 4b(@3d, + 0,]

+4p*030, + 4B039,)u. (4.8)

Note that the values a; = a/3 and @, = ¢/3 correspond to
the fourth order accurate approximations to the terms ad2
and caf in the wave operator. However, these choices are
not allowed in the superluminal regime, where stability
requires a; = 0.

As a test problem for comparing the accuracy of these
evolution algorithms in the superluminal regime we pick a
case where both a and c are negative. We consider the wave
equation

(=07 +4(d, +9,)0, —33% — 307 — 89,0, )u=0. (4.9)

which arises from a 2D version of (2.4) with shift g* =
BY = 2. With this superluminal choice of shift, there are no
characteristics in the (x>0,y>0) directions. Waves
propagating along the diagonal have the form

u=Flx+y+4+2)]+G[x+y+ (4 —2)].
(4.10)

In our test, we simulate the solution
u = sinQalx +y + (4 + 2)1)) 4.11)

in the domain —.5 < (x, y) =.5, on a grid with N = 200
points, with periodic boundary conditions. For this particu-
lar solution, the symmetries d,u = d,u = d,u/(4 + V2)
imply that the truncation error (4.8) has a minimum at
o) = ay = «a,,, where

13 + 82
am ==
3
Figure 1 plots the €, norm of the numerical error in the
scalar field obtained in the simulation of (4.11) by evolving

the wave Eq. (4.9) with the V,-algorithm, for various
values of @y = @, = a. The error for @« = 8.1045695 is

~ 8.104 569 5. (4.12)
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FIG. 1 (color online). The €, norm of the error of the scalar
field obtained with V, algorithm on a grid of 200 points is
plotted vs time, in the interval 0 = ¢ = 1. For the value «,, =
8.104 569 5, the error is barely discernible and the plots clearly
indicate that «,, is the optimal value. The value a = 4 corre-
sponds to the V-algorithm, which has significantly larger error.

extremely small and the plots confirm that «,, is indeed the
optimal value. The value a =4 corresponds to the
V-algorithm, which gives significantly larger error. The
value a = 3, which is the smallest value allowed by stabil-
ity, gives even larger error.

The error in Fig. 1 is predominantly phase error. Figure 2
shows snapshots of u(r = 100, x) (100 crossing times) for
the simulation of (4.11) using the V, V,, and V,, algorithms,
with @ = 8. The simulations are compared with the ana-
lytical solution at 7= 100. The solution with the V-
algorithm leads in phase while that with the V-algorithm
lags in phase and it has slightly better accuracy. As ex-

1 T T T T

——— Analytic solution
\ — — — Valgorithm
\ - —.— V, algorithm

. V_ algorithm, 0=8
o

*

-0.4 -0.2 0 0.2 0.4

FIG. 2 (color online). Snapshots of the scalar field u(r =
100, x) obtained with the V, V, and V,, algorithms, compared
with the analytic solution. The phase error with the V,-algorithm
is larger than with the V-algorithm. The V,-algorithm, for a =
8, is extremely accurate and barely distinguishable from the
analytic solution.
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pected from the above error analysis, the V,-algorithm,
with a = 8, is extremely accurate.

V. SIMULATION OF A MODEL 2D EXCISION
PROBLEM

In this section, we simulate a simple 2D model of the
excision problem in which the inner boundary § is space-
like and the outer boundary T is timelike, with a horizon
I in between. In the inner region between S and JH,
since the shift is superluminal, the operator P in (3.23) is
nonelliptic and both characteristics leave the inner bound-
ary. In the outer region between JH and 7, since the shift
is subluminal, the operator P is elliptic and one character-
istic leaves 7 and the other enters T .

To model a wave pulse propagating into a horizon, we
consider the shifted wave equation with a source term F,

uy =2(Buy + Buy,) + auy, + 2bu,, + cuy,

+ F(x, y, 1), (5.1

on the spatial domain (x, y) € Q =[—2,2] X[-2, 2], and
t = 0. We set the coefficients 8* = 8" =2, a = 0.5(x —
sin%y), b = 0.5 and ¢ = 5, for which the problem is well-
posed. The spacelike boundary S at x = —2, the timelike
boundary T at x = 2 and the horizon { are shown in
Fig. 3. The horizon satisfies ac — b> = 0, which deter-
mines the curve

x=01+g¥g. (5.2)

For the smooth function
2
Flx,y,t) = —(=(1 =2p* —a)(o — 2(t + x — x0)?)
o

—4(BY + b)(t + x — xp)y

+ c(o — 2y2))e”Hx’ +3))/0, (5.3)

ac-b%<0

ac-b%>0

FIG. 3. Computational domain with the spacelike boundary &
on the left, the timelike boundary 7 on the right and the
sinusoidal shaped horizon J{ in between. The solution is
periodic in the vertical y-direction.
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the Eq. (5.1) has the solution

u(x, y, 1) = e~ (Fxn)+3)/o, (5.4)
which is a left-traveling wave packet, initially centered
about x, = 0.5 outside the horizon and propagating to-
wards the spacelike boundary. Here we set o = 0.05. We
uniformly discretize the spatial domain as x, = vh and
Yu = ph with v, uw =0, £1,..., =N with the grid size

The global simulation of the model problem in the
region between S and 7T is carried out by combining the
superluminal V-algorithms established in Sec. III with the
subluminal W-algorithm. The spacelike boundary and the
superluminal region are treated with one of the
V-algorithms. A region containing the timelike boundary
is treated by the W-algorithm.

We consider the following three global algorithms:

(i) Algorithm 1.—The superluminal region is treated
by the V-algorithm (4.3). In the subluminal region
we use the W-algorithm. We introduce a cutoff
function ¢ which is 0 when a >0 and ¢ > 0 and
is 1 when a = 0 or ¢ = 0. Then we use the follow-
ing approximation

SV + (1 — )W = 0.

(i1) Algorithm 2.—This is similar to 1, except the
superluminal region is treated by the
V,-algorithm (4.3), which is then blended to the
W-algorithm in the same way as in 1.

(iii) Algorithm 3.—We use the V ,-algorithm (4.4) with
a; = (lal = a)/2 and ay = (lc| = ¢)/2.

The initial data and boundary condition at x = 2 are
chosen according to the exact solution (5.4). In the first and
third algorithms, we need two extra boundary conditions at
v = —N, —N + 1. In the second algorithm, we need only
one boundary condition at v = —N. We use third order
extrapolations as the extra boundary conditions. In the
y-direction we use periodic boundary conditions. For the
integration in time, we use the standard 4th order Runge-
Kutta method.

o

(a) The initial wave pulse at ¢ = 0.

(b) The wave pulse at ¢ = 2.

FIG. 4. A pulse propagating across the horizon. The left figure
shows the initial pulse in the region outside the horizon. The
right figure shows the pulse at a later time, after it has crossed the
horizon and is incident on the inner spacelike boundary.
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0.03 r
—— Algorithm 1
Algorithm 2
0.025H — - — Algorithm 3
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w
= 0.015f
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~~ ///
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FIG. 5. Norm of the error ||£]|, versus time, with & = 0.02.

Figure 4 shows the initial wave pulse and the pulse at a
later time ¢t = 2 computed by the third algorithm.

For the gridfunction u,,,(#) approximating u(x,, . 1),
we define the discrete norm as

N

lil2 =S w12,

v,u=—N

(5.5)

where h = Ax = Ay is the gridlength. We then define the
convergence factor by

IEDII )

O,y EO = 1wy D) = )

Clr) = 10g2<
5.6)

where () is the error at time #, and u(x,, y,, t) is the exact
solution computed by (5.4).

Figure 5 shows the norm of the error versus time for the
three algorithms with £ = 0.02 and Az = 0.001.

Figure 6 shows the convergence factor as a function of
time for the three algorithms with 2 = 0.04 and At =
0.001. It confirms the second order accuracy of the algo-
rithms in space. The jumps in the convergence factor at
about ¢ = 2 is a result of using third order extrapolations at
the spacelike inner boundary, while we use second order
evolution algorithms. At this time the pulse reaches the
spacelike boundary and an increase in the order of accu-
racy, from 2 to 3, is expected.

The third algorithm gives a better accuracy than the
other two. The second algorithm, in which we use the
second order one-sided stencil with extrapolation in one
ghost point, gives a slightly smaller error than the first
algorithm, in which the second order centered stencil
with extrapolation in two ghost points is used.
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Abstract. The Kreiss symmetrizer technique gives sharp estimates of the solution of hyperbolic
initial boundary value problems including estimates at the boundaries resulting in strongly well-
posedness in the generalized sense. In this case, the problem is called boundary stable. There
are, however, problems which are not boundary stable but are well-posed in a weaker sense, i.e.,
we can obtain energy estimates in the interior of the domain. We call these problems well-posed
in the generalized sense. These types of problems are important in many applications, including
seismic, optical and gravitational waves. Examples include surface waves and glancing waves in
electromagnetic and elastic wave propagation problems. Unfortunately, there is no general theory
for such problems.

In this paper, we consider a model problem which may not be boundary stable depending on
the choice of boundary conditions. We show that the general theory of hyperbolic systems can be
extended to this case, and the symmetrizer technique can be used to derive estimates of the solution
off the boundary and verify well-posedness in the generalized sense.

Keywords. Partial differential equations; Hyperbolic systems; Boundary stable problems; Kreiss
symmetrizers; Pseudo-differential operators.

1 Introduction

The theory of linear hyperbolic initial-boundary value problems is well developed for
two classes of problems; the Friedrichs theory for symmetric systems with maximally
dissipative boundary conditions and the Kreiss theory for hyperbolic systems with
boundary conditions satisfying the uniform Kreiss eigenvalue condition.

For first-order symmetric hyperbolic systems with maximally dissipative boundary
conditions, an energy estimate can be derived using integration by parts, [3, 4, 14, 5].
However, if the system is not symmetric or the boundary conditions are not maximally
dissipative, other techniques are needed.

A rather comprehensive theory has been developed based on the principle of frozen
coefficients, Fourier and Laplace transformation, construction of Kreiss-type sym-
metrizers and the theory of pseudo-differential operators, [9, 18, 2, 20, 19, 15, 11, 10,
13, 16]. This theory gives a necessary and sufficient algebraic condition , known as
Kreiss eigenvalue condition, for strongly well-posedness in the generalized sense. The
theory can also be applied to second-order hyperbolic systems, [12]. For problems
with constant coefficients, one can directly derive an estimate for the solution of the



problem which does not rely on the construction of Kreiss symmetrizers and the the-
ory of pseudo-differential operators. However, the importance of symmetrizers is that
we can use the theory of pseudo-differential operators and treat systems with variable
coefficients.

The Kreiss symmetrizer technique was first introduced by Kreiss for Strictly hy-
perbolic systems, [9], and was extended to systems with constant multiplicity, [2],
and to a special class of systems with variable multiplicity, [16]. It gives sharp es-
timates including the estimate of the solution at boundaries which result in strong
well-posedness in the generalized sense. In this case, the problem is called boundary
stable, see [13]. There are, however, problems which are not boundary stable but
are well-posed in a weaker sense. We call these problems well-posed in the general-
1zed sense. The main purpose of this paper is to extend the theory and construction
of symmetrizers for such problems by relaxing the strong eigenvalue condition and
deriving estimates of the solution at the interior.

In Section 2, we shortly review the Kreiss theory for boundary stable hyperbolic
systems. We introduce another concepts of well-posedness in Section 3, which is
desirable for systems which are not boundary stable. We then consider a model
problem which may not be boundary stable and discuss different choices of boundary
conditions resulting in different types of well-posedness. We show that it is possible
to extend the general theory of Hyperbolic systems to the problems which are not
boundary stable. A number of auxiliary lemmas are collected in the appendix.

2 Boundary Stable Hyperbolic systems

In this section we give a short review of the Kreiss theory for first order systems
which are boundary stable. We note that since the theory is based on the theory of
pseudo-differential operators, it can also be applied to second order systems. In fact
we can always write a second order system of differential equations as a first order
system of pseudo-differential operators, [12].

Consider a first order system of partial differential equations

ou 0 0

— =P F(x,t P B; 1

g~ PlgutFlet.  Pla)=dg +; Jaxj @
where u(z,t) = (ui(z,t),... ,un(:c,t))T is a vector-valued function of the real vari-
ables (z,t) = (x1,...,Tm,t), and the coefficient matrices A, B; € C*™*™ are constant.

2.1 The Cauchy Problem
We first consider the Cauchy problem for (1) with initial conditions,

u(z,0) = f(z), T € R, (2)



in the space R: —oo < x; < oo, j =1,...,m. We denote the Ly scalar product and
the corresponding norm in this space by

(won= [ wreds,lulfy = (wu)r,
R

where u* is the adjoint of w.
For numerical analysis and computations, there is a satisfactory way to define
well-posedness as follows.

Definition 1. The Cauchy problem is called well-posed in the semigroup sense, if
1. for a dense set of smooth data, there is a smooth solution,

2. the solutions of homogeneous equations (F = 0) satisfy the energy estimate

lu(., )[r < Ke*" 0 Ju(., to)]| g, (3)
where K and o are constants.

The solutions of inhomogeneous systems can be determined and estimated using
Duhamel’s principle.

Theorem 1. The Cauchy problem is well-posed in the semigroup sense, if and only
if for every real w = (w1, w_), w_ = (Wa, . ..,wy) with |w| =1, the symbol

P(iw) = iAw, +iB(w_.),  Blw.)= Z Bjw;, (4)

has purely imaginary eigenvalues and can be transformed to diagonal form by a trans-
formation S(w) with |S||S™! < K, where K is a constant independ of w.

Note that the theorem is true only for problems with constant coefficients. For
variable coefficients problems, the symbol should in addition be smoothly symmetriz-
able in order for the Cauchy problem to be well-posed, [7].

Definition 1 does not only require properties of the eigenvalues of the symbol, but
also properties of the eigenvectors. There is a weaker definition used by Hadamard
[6] and Petrovskii [17] as follows.

Definition 2. The Cauchy problem is well-posed in the sense of Hadamard if the
estimate (3) is replaced by

ol OVl
lu(. t)llr < Ke* " Hp (t), = aJmHR, p<n. (5

ox J1_
l71<p



One can show that the Cauchy problem is well-posed in the sense of Hadamard
if and only if the eigenvalues of the symbol are purely imaginary. However, if the
solution of the homogeneous system do not satisfy (3) but only the weaker estimate
(5), the well-posedness can be destroyed by lower order terms, [21]. The weaker
definition 2, therefore, is not stable against lower order perturbations.

Henceforth, we assume that the system (1) is strictly hyperbolic, i.e., for all real
w with |w| = 1, the eigenvalues of the symbol (4) are purely imaginary and distinct.
By Theorem 1, therefore, the Cauchy problem for (1) is well-posed in the semigroup
sense.

We further assume, for simplicity, that A is nonsingular and without restriction

assume it has the form A
A= ( a AT ) ) (6)

where A’ and A are real positive definite diagonal matrices of order r and n — r,
respectively. For the singular case see [15].

2.2 The Initial Boundary Value Problem

We now consider the initial boundary value problem (IBVP) for (1) with initial con-
ditions,

u(z,0) = f(x), z € Ry, (7)
in the half-space Ry : 21 > 0, —oo < ; < 00, j = 2,...,m, and boundary conditions
at xr1 =0,

u'(0,7_,t) = Su(0,2_,t) + g(z_,1). (8)
Here z_ = (z3,...,z,,) denotes a point in the (m — 1)-dimensional space R_ : —oco <
r; <00,j=2,....,m,and u! = (uy,...,u,)" and v’ = (u,41,...,u,)" correspond

to the partitions A7 and A, respectively, and S € C™("~") is a rectangular matrix.
All data are smooth, compatible and have compact support.

By a suitable change of variables we can make the boundary conditions homoge-
neous. We can therefore use Definition 1 also in this case (F' = g = 0), with ||.||r
replaced by ||.||r,-

This definition is satisfactory if the system is symmetric hyperbolic and the bound-
ary conditions are of Friedrichs’ type. In this case, integration by parts give the energy
estimate. But if the system is not symmetric hyperbolic or the boundary conditions
are not of Friedrichs’ type, another approach needs to be devised.

We consider the IBVP (1), (7), (8) with homogeneous initial data (f = 0) and
discuss a concept of well-posedness for which we obtain necessary and sufficient con-
ditions.

Definition 3. Let f(z) = 0. We call the IBVP (1), (7), (8) strongly well-posed in
the generalized sense if for all smooth compatible data, F' and g, there is a unique



solution w, and in each time interval 0 < t < T, there is a constant K independent
of the data such that

t t t t
[ e B [ N0,z Dl dr < K [ 18 DI dr [ llg0,2- Dl dr).
0 0 0 0
©
Here ||.||g, and ||.||r_ denote the Ly-norm over the half-space Ry and the boundary
space R_, respectively.

2.2.1 A Necessary Condition for Strongly Well-posedness in the Generalized Sense

We start with a simple test to derive a necessary condition for the problem to be
well-posed. For the IBVP (1), (7), (8) with F' = f = g = 0, we construct simple wave
solutions

u(a,t) = e G(ay),  (woml) = wiag, (10)
j=2
satisfying the boundary conditions
¢'(0) =5 ¢"(0),  [glos < c0. (11)

We have

Lemma 1. (Lopatinsky condition) The half-space problem with F = f = g = 0 is not
well-posed if for some wy € R™™1 and sy € C with Rsy > 0 there is a solution (10)
which satisfies (11).

We can also express the condition as an eigenvalue condition, as follows. We
Fourier transform the problem with respect to the tangential variables z_ and get

2_1: _ A@a—; LB )i+ E o fora >0, (12)
o =Sal 4§ for z; = 0, (13)

where @ = i(z1,w_,t) = Fu(z,t) = [, e o) ude_, F = F(x,w_,t) = FF(z,t)
and § = g(w_,t) = Fg(x_,t) are the Fourier transforms of u, F' and g with respect
to x_, respectively. We then Laplace transform it with respect to ¢ and obtain the
resolvent equation

di 3

sii = A% +‘iBw Ya+F  forz >0, (14)
1

W=8uat+qg  forx =0, (15)



with @ = a(z1,w_, s) = Lu(z,w_,t) = [ we " dt, F=F(z1,w_,s) = LF(21,w_,1)
and § = g(w_, s) = Lg(w_,t) being the Laplace transforms of u, F and § with respect
to t, respectively. Here w € R and s € C.

Let Ly(0 < 27 < o0) be the space of all functions which are quadratically integrable
for 0 < x; < oo and denote by

o0
(w,0)0 = / woder,  lulE = (),
0

the usual scaler product and the corresponding norm in this space. Then ¢ € Ly(0 <
x1 < 00) is an eigenfunction of (14), (15) corresponding to an eigenvalue s, if ¢ is the
solution of the eigenvalue problem

s¢ = A% +iB(w-)¢p  for z; >0, (16)
dl’l
o' =S¢, |43 < o0 for x; = 0. (17)

We can now formulate the eigenvalue condition equivalent to the Lopatinsky condi-
tion,

Lemma 2. (Eigenvalue condition, Agmon [1]) There are no solution of type (10)
which satisfies (11) if and only if the eigenvalue problem (16), (17) has no nontrivial
solution with s > 0.

By Lemma 2, the eigenvalue condition is a necessary condition for well-posedness
of the IVBP. Hersch [8] has shown that this condition is also sufficient for the problem
to be weakly well-posed in the sense of Hadamard. In fact, if there is no solution of
type (10) which satisfies (11), the IBVP can be solved by Laplace-Fourier transform.
Let f(x) = 0. if w is the solution of the IBPV, then 4 = LFu satisfies the resolvent
equation (14-15). Conversely, if the eigenvalue condition is satisfied, then one can
solve the resolvent equation for Rs > 0. Inverting the Laplace-Fourier transform
gives us the solution of the IBVP. However, in general, the eigenvalue condition is
not stable against lower order perturbations, and therefore other stable conditions
are needed.

We now derive algebraic conditions which determine whether s with $8s > 0 is an
eigenvalue.

Let x be the solutions of the characteristic equation

Det|Ak — (sI —iB(w-))| = 0. (18)
One can then prove the following lemma, see [9],

Lemma 3. For solutions , k, of the characteristic equation (18), we have:

1. for s > 0, there are no Kk with Rr = 0,



2. there are precisely r solutions with Rk < 0 and n — r solutions with Rk > 0,

3. there exists a constant 6 > 0 such that |Rk| > on for all s =i +n, n > 0 and
all w_.

Assuming all eigenvalues «; are distinct, we can write the solution of (16), (17) as

(b: Z O'jenjmlng—F Z Uje“j“(pj, (19)

Rk ;<0 R ;>0

where ¢; are the corresponding eigenvectors. Note that if the eigenvalues x; are
not distinct, the usual modifications apply. Since we are only interested in bounded
solutions, we set o, in the second term of (19) equal to zero. Introducing ¢ into
the boundary conditions (17), we get a linear system of r equations for r unknowns
o= (01,...,0:),

S(s,w_)o=0.
Therefore s with Rs > 0 is an eigenvalue if and only if
Det|S(s,w_)| = 0. (20)

Assuming Det|S| # 0 for Rs > 0, we know that (14),(15) has a unique solution.
Inverting the Fourier and Laplace transforms we obtain the solution to the IBVP.

2.2.2 A Sufficient Condition for Strongly Well-posedness in the Generalized Sense

We now introduce the concept of generalized eigenvalues and derive a sufficient con-
dition such that the problem is strongly well-posed in the generalized sense.
We first introduce normalized variables

S w_
R . — 21
e NP (21)

and write the eigenvalue problem (16), (17) in terms of these variables.

Definition 4. Let (i€}, w(,_) be a fized point, and consider the eigenvalue problem
(16), (17) for s =il +n', W' = wi_, 0 > 0. Then, (i), w(_) is a generalized
eigenvalue for a boundary condition if in the limit ' — 0 the boundary condition is
satisfied, or equivalently

lim Det|S(i&) + 1, wh )| = 0.
n'—

Definition 5. Let F'= f =0. We call the IBVP (1), (7), (8) boundary stable if for
all smooth boundary data, g, there is a unique solution w, and in each time interval
0 <t<T, there is a constant Kt independent of the data such that

t t
/ a0, 2_, 7|3 dr < Kr / 19(0, 2, 7)|[% dr. (22)
0 0



One can also phrase the boundary stability condition as an eigenvalue condition,
[13].

Definition 6. (Kreiss eigenvalue condition) The eigenvalue problem (16), (17) has
no eigenvalue or generalized eigenvalue for Rs > 0.

The boundary estimate (22) is crucial in the theory. It allows us to construct a
symmetrizer to obtain an energy estimate in the generalized sense for the full problem.
Using the normalized variables (21), we write (14),(15) as

AT ER R - iBe) i = fornz0, (23
1

a' - Su'' =g  forax; =0. (24)
We now formulate the main result.
Theorem 2. Assume that the half-space problem is boundary stable. Then there
exists a symmetrizer R = R(s',w" ) with the following properties:
1. R is uniformly bounded and a smooth function of s' andw'_ and of the coefficients
A, B; and S.
2. RA is Hermitian.

3. For all vectors y satisfying the boundary conditions,

y* RAy > dily|* — Cg)*.

[ + [w-PR{R(s'T — iB(w'))} = danl.
We can now prove

Theorem 3. Assume that the half-space problem is boundary stable (or equivalently
the Kreiss eigenvalue condition holds). Then it is strongly well-posed in the generalized
sense.

Proof. Multiplying (23),(24) by R, we obtain
R(a, RF)y = R{—(a, fm%“)o ¥ (u VISP + Jw_PR(s'T - z'B(w’_))ﬂ)O}
1

- éR{—%a*RAmgO - (ﬁ,fz(sl = iB(W—))ﬁ)O}

v

1. N 5
551IU(0,W—,8)|2 + don|| (1, w_, s)||a — C|g]*.
Thus we obtain
. . 1 = .
lla(zy, w_, s)|[3 + a(0,w_, 5)]* < Const-(gllFllg +Clgl).

Inverting the Fourier and Laplace transforms proves the theorem. O



Definition 3 has many good properties. It is stable against lower order terms.
Moreover, one can construct symmetrizers, and using the theory of pseudo-differential
operators, one can treat variable coefficients in a general smooth domain. Rauch [20]
has also shown

Theorem 4. If the problem is strongly well-posed in the generalized sense, then it is
well-posed in the semigroup sense.

3 Well-posed Problems in the Generalized Sense

In the last section, we reviewed the general theory of hyperbolic systems for boundary
stable problems. The theory gives necessary and sufficient conditions for the problems
to be strongly well-posed in the generalized sense. There are, however, problems which
are not boundary stable but are well-posed in a weaker sense. Examples include
surface waves and glancing waves in electromagnetic and elastic wave propagation
problems described by Maxwell’s equations and elastic wave equations with certain
types of boundary conditions. It is therefore necessary to develop a theory for such
types of problems.

In this section, We first introduce another concept of well-posedness which is again
stable against lower order perturbations and is desirable for problems which are not
boundary stable. We then consider a model problem which may not be boundary
stable and show that it is possible to extend the general theory to this case. We
derive necessary and sufficient conditions for the model problem to be well-posed.

We consider the IBVP (1), (7), (8) in the half-space Ry with homogeneous initial
data and boundary conditions (f = ¢g = 0). If the problem is well-posed in any of the
above senses, then we can solve it by Laplace-Fourier transform. The transformed
solution satisfies the resolvent equation (14-15) with A = 0. If the problem is well-
posed in the semigroup sense, then the solution of the resolvent equation satisfy the
estimate

_ K =
lallo < ——1[Fllo, ~ n=Rs>a, (25)
n—a
ie.,
K 0

I—P) o< —— P=A— +iB(w- 26
(o1 = P) o < —=—. G i) (26)

We call (26) the resolvent condition. By Parseval’s relation, (26) is equivalent with

R 2 K? g 2
Ml Bt < —— [ P F( D)t (27)
0 (n—a)* Jo

We now use estimate (27) to define a new definition for well-posedness.

Definition 7. Let f(x) = g(x_,t) =0. We call the IBVP (1), (7), (8) well-posed in
the generalized sense if estimate (27) holds.



We shall now consider the following hyperbolic system as a model problem,

ou ou du -0 v

in the half-space
(z,y) € Ro = {(2,y) |z >0, —00 <y < o0},  t>0.
We augment (28) with the initial condition
u(,y,0) = f(z,y), (29)
and the boundary condition at x = 0,
ur(0,y,t) = aus(0,y,t) + g(y, 1), a e C. (30)

Here u(z,y,t) = (ui,us) " is a vector-valued function. The data F, f, g are assumed
to be compatible smooth functions with compact support. Moreover, we are only
interested in solutions with bounded Lo-norm, and, therefore, we assume ||u||g, < 00
for every fixed t.

Fourier transformation in y and Laplace transformation in ¢ gives us

W it M:( 0 “”), H=-A"F, (31)
dx —iw S
with the boundary condition
1(0,w, s) = atz(0,w,s) + g(w, s). (32)

We consider bounded solutions ||a||§ = [, |a(x)[*dz < oo. Tt can be considered as
the boundary condition at infinity.

In order to investigate well-posedness of the IBVP (28)-(30), we first let F' = g =0,
and construct simple wave solutions of type

u(z,y, t) = ¥ (1), Rs > 0. (33)
We then arrive at the following eigenvalue problem
e - .
S(b - A% + ZCUBQb, (b - (¢17 ¢2) 9 x Z 07 (34>

$1(0) = ag2(0),  [l¢l[5 < 0. (35)
Lemma 4. There is no eigenvalue of (34)-(35) with fs > 0 only fora € R or|a|] < 1.
Proof. For the proof see Lemma 8.4.2 in [11]. O

10



As a result of the above lemma, if |a| > 1 and a ¢ R, there exisit eigenvalues of
(34)-(35) with s > 0 and therefore by the general theory, the problem is ill-posed.
Moreover, if a € R or |a] < 1, we can solve (31)-(32) with F,g # 0 for Rs > 0.
Inverting the Laplace-Fourier transform gives us the solution of the IBVP (28)-(30).
However, the problem is well-posed only if we can derive proper estimates of the
solution in terms of the data. In order to investigate the well-posedness, we first
investigate if there is any generalized eigenvalue.

Lemma 5. There is no eigenvalue and generalized eigenvalue of (34)-(35) with Rs >
0 only in the case |a| < 1.

Proof. For the proof see Section 8.4.3 in [11]. O

This lemma shows that the condition |a| < 1 is necessary and sufficient for the
problem to be boundary stable and therefore strongly well-posed in the generalized
sense. There are however two cases for which there exist generalized eigenvalues and
therefore by the general theory the problem is not boundary stable:

1. la] > 1, a € R,
2. |a| =1.

These two cases are fundamentally different, and the corresponding boundary condi-
tions have different types of generalized eigenvalues. As we will show in the following,
in the first case the problem is not well-posed, while in the second case the problem
is well-posed in the generalized sense.

We first note that the matrix M in (31) has two eigenvalues

K1 = —K, Ko = K, K =Vs?+w? (36)

and the corresponding eigenvectors are

zﬁz<3;“), 1@2<S;H). (37)

For a complex number z € C, we define the argument of /= by

1
arg\/z = 9%, —m <argz <. (38)
If the two eigenvalues (36) are distinct (k # 0), we can diagonalize the matrix M,
A=voimy = (Y V=_(v w) (39)
0 ke )’ L2
and write (31) and (32) as

dv - . ~1 -1

d—:Av—l—G, v=V""u, G=V ' H, (40)
T



L1®1(O,w,s)+L262(O,w,s)zg(w,s), Lj :S—Hj—iau), j: 1,2 (41)

If the two eigenvalues (36) are multiple (x = 0), we use Schur decomposition, and
by a unitary transformation matrix

1W S+ K

Q= ((s+r) (5+r) +w?) " ( STR AW ) (42)

we transform the matrix M to an upper triangular matrix

. Kiop (25 =8 —R)(5+R)+w’
T=Q"MQ = = — . 4
Q" MQ (O ) p=—io E S
The equations (31) and (32) are then written as
dv N - .~ "
%:TU—FG, = Q"u, G=QH, (44)
Ly 01(0,w,8) + Lo 05(0, w, s) = §(w,s), Li=s+rK—iaw, Ly=—-a(S+R)+iw.
(45)

We now consider the two cases |a| > 1, a € R and |a| = 1, separately.

3.1 Thecase |a| >1,aeR

As was discussed above, the problem is not boundary stable in this case. Here, we
will show that the problem is also not well-posed by employing Fourier and Laplace
transformations and directly solving the resulting family of ordinary boundary value
problems.

We only consider the case when a € R and a > 1. The other case when a < —1
is similar. We will first find the generalized eigenvalue. Let s = ¢ 1;“ w + 1, where
0 <7 < |w|. Then

2
\/s2+w2~\/ a7 w2+21n1+aw
a

| | 1—|—a2)1
w
(a2 —1)? w
a®—1 (1+a)
R 1- .
! 2a |w|< ey (a? —1)2 w)

Since, by Lemma A3 of the Appendix, ®x > 0 for Rs > 0, we only consider w > 0
and therefore

a?—1 1+ a?
~1q > 0. 46
KA — w+a2_177, w (46)

12



Moreover, since x # 0, we can diagonalize the system and use (40) and (41) with

Li=s+k—i CREE B E R
=s+K—iaw= tw 4=
1 U a2 — 1 2a 2a 1"
» —92 a?—1
Ly=s—Kk—iaw= — n—1 w-
a* —1 a
We therefore have 02 2
a a -
|L1| ~ ag _ 1777 |L2| ~ w-. (47)

By Definition 4, for a generalized eigenvalue, we have L; = 0 in the limit n — 0. We
have thus proved,

Theorem 5. The generalized eigenvalue of (40), (41) with a € R and a > 1 is

. 1+a?
So — Z&], 50 = %4 wo- (48)
The corresponding eigenfunction is
u = o5t ) (49)

We only need to discuss the estimates of the solution close to the generalized
eigenvalue, since by the general theory, away from this eigenvalue the solution is
benign. We therefore consider a neighborhood of the generalized eigenvalue (48),

s =i+, w = wy, 0<nl. (50)

Let f = 0in (29). In order to construct estimates for (40)-(41) with a € R and
a > 1, we split the solution into two parts; one solving the equation (40) with G =0
and obeying inhomogeneous boundary condition (41), and the other satisfying the
full equation but with homogeneous boundary condition g = 0.

We first assume G = 0 and § # 0. From the second equation of (40), we get

Uo(z,w, s) = 0. (51)

Because, otherwise, the solution is not bounded (since &k > 0). The boundary
condition (41) and the relation (47) give us

2

X , (a2—1\"1 _,
|U1(0,Q},S)| ~ _2|g| : (52>

2a? n

From the first equation of (40),

|'l~}1(07 w, S)|2>

1
~ 2 ~ —RkK|2 /
z,w, 09‘“‘) x
||U1( ) S)HO /0 |U1( 8)6 | IRk

13



and therefore ( ) 1)3 .
- a” — -
|01(z,w, 9)|l§ ~* =75 = |91 (53)

We now assume G = (G1,G5)" # 0 and § = 0. By Lemma A1l of the Appendix
for the second equation of (40), we obtain

2 1

0w s < g lIGalle ()l < s IGal G
For the first equation of (40) we use Lemma A2 and write
11,0, )1 < 7oy NG + g 10200, 5)
PN (RE)2 O 2Rk R

Moreover, from the boundary condition (41) and the relation (47) we have

_ (a> =12 w .
[01(0,w, s)| = Y R |02(0, w, $)|.
We therefore obtain

(a2 _ 1)5 w2

101(0,w, 5)[* < 350 T a®) P [1Gal 5, (55)

2_1\* 1 (a®—1)5  w?
0] 2o (2 —|G4|]? + ———= = ||G4| |2 56
lonew ol < ($a) G+ o e e IGaIB (60)

By the estimates (51)-(56), we conclude

Theorem 6. For the solution of (40), (41) with a € R and a > 1 we have the
following estimates near the generalized eigenvalue

~ 2 w? 2, Lo
B0, 9P < (S1IGR+ = 3.
n n
- 1
(0.0, 9) < Cot [Galf:
- 1 w? 1.
616w < Ca ( IGHIR + 55 Gl + 1)
n n n
- 1
|02 (2, w, 5)[15 < C4 ) [1Gal 5,

where the coefficients C4,...,Cy are constant. The same estimates follow for .

After inverse Fourier-Laplace transformation, we obtain estimates for the solution
to the IBVP (28)-(30). The solution looses one derivative at each reflection from the

14



boundary. Therefore, if we consider the problem in the strip 0 <z <1, —oo <y < o0
and add another boundary condition

ur(1,y,t) = bus(1,y,t), b > 1, b € R,

the solution looses many derivatives as the time goes by. We call the problem illposed
in the asymptotic sense.

3.2 The case |a| =1

In this case, the hyperbolic IBVP is not boundary stable and no theory exists for
investigating the well-posedness. We will show that the Kreiss theory can be applied
for this problem. We will prove that the problem is well-posed in the generalized
sense by constructing the Kreiss symmetrizers and deriving estimates of type (27) for
the solution inside the domain.

There are two different cases as depicted in Figure 1:

i) |a| =1 with Sa # 0,

i) a = FI.

N
\_

(a) |a| =1 and Sa #0 ) a=7F1
Figure 1: Two different cases of |a| =1
As we will show, these two different cases correspond to two different types of waves:

surface waves and glancing waves which are important phenomena in Elastic wave
equations and Maxwell’s equations.

3.2.1 Surface Waves, |a| =1 with Sa #0

Let a = € with 0 # nm, n = 0,£1,£2,.... We first find the generalized eigenvalue.
By Lemma A4, for sy = ¢ cosfwy and sinfwy < 0, we have L (sg,wp) = 0.

15



Now let s =7+ ¢ cosfw and sinfw < 0, where 0 < ) < |w|. Then

k=Vs2+w?= \/sin29w2—|—2i cosfnw +n?

0 1
~ | sin O w| <1+z'77 C,OS —) :

sin? @ w
Since sinfw < 0, we have

7
/@%—Sinew—ic,in, sinfw < 0. (57)
sin 6

We can therefore use (40) and (41) with

: .cosf
les—i-/ﬁ—zawz(l—zsine)n,
0
L2:s—/<a—iawz(1+icés )N+ 2sinfw,
sin 6
and therefore .
L~ —— Lo| ~ 2|sin @ . 58
Ll g Vel 2/sind] o (58)

We thus have
Theorem 7. The generalized eigenvalue of (40), (41) with |a| =1 and Sa # 0 is

so = 1 &, & = cos b wy, sinf wy < 0. (59)

The corresponding eigenfunction is

u = eiw0(0059t+y)—| sin 6 wo| z (60)

These eigenfunctions represent surface waves which decay exponentially normal
to the boundary at x = 0. These type of waves are important in many applications
(Elastic wave equations).

We will now construct the symmetrizer in a neighborhood of the generalized eigen-
value (59). By the general theory, away from these eigenvalues, there exist smooth
symmetrizers and the solution is benign.

We use the normalized variables (21) and write the system (31) in the form

di VA,
é:\/|s|2+|w\2M/ﬂ+H, M/:( ° wi) (61)

—iw' s

Augmented with this system of ODEs, we consider the homogeneous boundary con-
dition (32),
1(0,w, s) = atizx(0,w, s). (62)

16



We consider a neighborhood of the generalized eigenvalue,
s =icosOw,+ 1, sin O wy < 0, 0<n <1
We use the transformation matrix (39) at the generalized eigenvalue

( icos@ —sin@ 4cosf +sinf )
‘/E]:wo )

l {

and transform the system (61) to

=VI[sP+ WA+ G,  v=Vy'a,  G=Vy'H, (63)

where
b i [ dcotfn + wjysind (1+icotd)n
A=V MVO_( (1—icot@)n  —icotfn —w)siné (64)
From the boundary condition (62) we obtain
09(0,w,s) =0. (65)

Following [9], we consider a symmetrizer of the form

~ (b d (0 —c
R_<d1 dg)_m<c O)’ (66)
Clearly, R is Hermitian. Moreover, we have

.
RN = ( icot 01/ (2dy — dy — b) + (b + do)1y’ 2dy1y — 2dy sin 0 wy

We therefore need to have 2d; —dy —b=10. If we set b =0, dy = 2d; > 0 and ¢ = 0,

we obtain
/ /

RRN) = d; ( " 2ein 0 ) > dyof 1. (67)
For the boundary term, we have by (65)

(0, R)a—o = d1 () Dy + 01 ) 4 2d; |5)* = 0. (68)
We can therefore write

R, —RG) = R{—( ( [s]2 + |w2RA'G )}

= R{=( vva0+( Vs + |w]? Af))o}

> duy'V/|sP? + w|[o(z, w, 9)I[5,

17
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ie.,
|52+ w2 [121l5 < Cll8llo [|Glo-

We then obtain the estimate in a neighborhood of the generalized eigenvalue
. 1
||U||0§CE||G||0- (69)
The problem is therefore well-posed in the generalized sense.

3.2.2 Glancing Waves, a = +1

We now consider the case when a = 1. In order to find the generalized eigenvalue, we
let Ly =s+ Kk —1iw=0and get s =1iw, kK = 0. Since there are multiple eigenvalues
(k1 = k2 = 0), we consider the system (44) with the boundary condition (45).

Now let s = iw + 1 where 0 < n < |w|. Then

ko (2inw)Y? = (1 +10)|nw|?, w > 0. (70)
Note that since Rx > 0, we only consider w > 0. Moreover, we have

Li=s+kKk—tw=n+k,
Ly=—-5—K+iw=-n+2iw— K,

and therefore
|Li* ~ 2nw, |Lo|? ~ 4w?. (71)

We thus have
Theorem 8. The generalized eigenvalue of (44), (45) with a =1 is
so = 1&o, &0 = wo, wo > 0. (72)
The corresponding eigenfunction is
u = ™oty (73)

These eigenfunctions represent glancing waves which are constant normal to the
boundary. These type of waves are important in many applications (Maxwell’s wave
equations).

We now derive estimates of the solution in a neighborhood of the generalized
eigenvalue (72) by constructing symmetrizers in this neighborhood. Let

s' =iw, + 1, wy > 0, 0<n <1

We use the transformation matrix (42) at the eigenvalue sy = iwy

1 1 1
a=7 (1)
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and transform the system (61) to

"
é:\%PHMWW+G, U=Qpu, G =QH, (74)
where .
. 0 —2iwp—
e S T (75)

The boundary condition (62) gives us
09(0,w,s) = 0. (76)
Considering a symmetrizer of the form (66), we obtain

—2dy1/ —2ibw)y — (b+ do)n

530 2 A N 2
2R(RT) = ( 2iby — (b4 da)y’ —2diy — dewpn ) + o)

We therefore choose b = 0. Moreover, choosing ¢ = 0, we obtain for the boundary
terms,

(0, RD) g = 0.
Choosing dy = 0, we therefore obtain
R(RT') = —dyn'I. (77)

We then obtain the same estimate as (69) if we choose d; < 0.
We summarize the results for the IBVP (28)-(30):

1) if |a|] < 1, then the problem is strongly well-posed in the generalized sense.
2) if |a] = 1, then the problem is well-posed in the generalized sense.
3) if |a| > 1,a € R, then the problem is ill-posed in the asymptotic sense.

)

4) if |a| > 1,a ¢ R, then the problem is ill-posed in the sense that there are solutions
which grow exponentially, arbitrarily fast.

We now formulate the main result.

Theorem 9. (Main Theorem) Consider the hyperbolic initial boundary value problem
(28)-(30), and assume that there is no eigenvalue with Rs > 0 to the correponding
eigenvalue problem. Then

i) if there is no generalized eigenvalue, the problem is strongly well-posed in the
generalized sense.

i1) if there exist generalized eigenvalues of either surface-wave modes or glancing-
wave modes, the problem is well-posed in the generalized sense.

We conjecture that the theory holds also for general hyperbolic initial boundary
value problems (1), (7), (8), which is the topic of future work.
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Appendix

In this appendix we collect a number of auxiliary lemmas.

Lemma A1l. Consider the ordinary differential equation u, = Au + F with |\ > 0,
0 <z < oo. Then if the solution u(z) vanishes at infinity, it satisfies the estimate

1
u(0)* < mHFllo, [Julls < DM 15][5.

Proof. Integration by parts gives us

(1, uz) = —|u(0)]* = (ug, u),

ie.,
2R (u, ug) = —|u(0)|%
Therefore )
5 [w(O)* + RA el < [[ull || 1],
and the lemma follows. O

Lemma A2. Consider uy = —Au+F with RA > 0, 0 < x < oco. Then if the solution
u(x) vanishes at infinity, it satisfies the estimate

1EI16 + 5oy

1 1 )
Il < e 11 + g O

Proof. For u(0) = 0, we use integration by parts, and for F' = 0, we can explicitly
calculate the solution. The lemma follows after simple manupulations. 0

Lemma A3. There is a constant 6 > 0 such that for all w € R,
Re =RVs2+w?>dn, n="%RNs>0.
Proof. For the proof see Lemma 2 of [13]. O

Lemma A4. Let a = €. For sy =icosfwy and sinQwy < 0, we have

Ll(So,wO) = So+ \/534—@08 —iawo =0.

Proof. The lemma follows after simple algebraic manupulations. O
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