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Abstract

This work develops a stabilized finite element method for the com-
pressible Euler equations and proves an a posteriori error estimate for
the approximated solution. The equations are approximated by the
cG(1)cG(1) finite element method with continuous piecewise linear func-
tions in space and time. cG(1)cG(1) gives a second order accuracy in
space, and corresponds to a Crank-Nicholson type of discretization in
time, resulting in second order accuracy in space, without a stabilization
term.

The method is stabilized by componentwise weighted least squares
stabilization of the convection terms, and residual based shock captur-
ing. This choice of stabilization gives a symmetric stabilization ma-
trix in the discrete system. The method is successfully implemented
for a number of benchmark problems in 1D, 2D and 3D. We observe
that cG(1)cG(1) with the above choice of stabilization is robust and
converges to an accurate solution with residual based adaptive mesh
refinement.

We then extend the General Galerkin framework from incompress-
ible to compressible flow, with duality based a posteriori error estima-
tion of some quantity of interest. The quantities of interest can be
stresses, strains, drag and lift forces, surface forces or a mean value of
some quantity. In this work we prove a duality based a posteriori error
estimate for the compressible equations, as an extension of the earlier
work for incompressible flow [25].

The implementation and analysis are validated in computational
tests both with respect to the stabilization and the duality based adap-
tation.
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Preface

This thesis consists of an introduction and two papers.

Paper I.

Johan Hoffman, Johan Jansson and Murtazo Nazarov. A General Galerkin
Finite Element Method for the Compressible Euler Equations, submitted to
SIAM Journal of Scientific Computing, 2008.

The author of this thesis contributed to the ideas on the numerical method
and implemented the computational code. The author wrote the sections 5,
6, 7 and partly the sections 1 and 2 of the manuscript. The author presented
a part of the paper on implementation of algorithms at FEniCS ’08 work-
shop, LSU, USA, 2008. Also he presented the full paper at ECCOMAS 2008
conference, Venice, Italy.

Paper II.

Murtazo Nazarov and Johan Hoffman. An Adaptive Finite Element Method
for the Compressible Euler Equations, to be submitted, 2009.

The author of this thesis contributed to the ideas, wrote the manuscript
and performed the implementations. The author presented a part of this work
at the FEF ’09 conference, Tokyo, Japan.
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Chapter 1

Background

1.1 Introduction

The compressible Euler equations is a system of conservation laws that con-
sists of conservation of mass, momentum and energy. These equations de-
scribe inviscid flow in fluid dynamics, however they are also applicable as an
approximation of flows with small viscosity. In the coming chapters we dis-
cuss phenomena that arises when the viscosity of the fluid decreases, with
shock formation and turbulence. Turbulent flow is not well suited for analysis,
instead we must use numerical approaches.

In general problems in science and industry involve complex geometries
and shapes. Simulation of flow around cars, airplanes, rackets, wings, birds,
supersonic jets are real examples which can be required from the industry.
Therefore, the numerical method should be designed to capture complex ge-
ometries. For this reason, we use finite element methods because of stability,
generality, and applicability to real applications.

When differential equations are solved numerically, one has to ensure that
the method is efficient and reliable. The efficiency corresponds to solving
a problem with minimal computational cost, and reliability guaranties that
the global error can be estimated from the computed solution. This is also
one main reason for using finite element methods, since it is mathematically
well motivated with a framework for a posteriori error analysis. Overall, the
objective of the thesis is to design and implement a robust stabilized method
and to prove a posteriori error estimates for the compressible Euler equations.

The structure of the thesis is the following: First we give a brief background
about conservation laws and the compressible Euler equations in Chapter
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1. Background

1. Then in Chapter 2 we continue our discussion on numerical methods for
conservation laws, were our focus is the Euler equations. Chapter 3 gives
information about duality based error estimation for nonlinear problems and
in particular the main theorem for the compressible Euler equations. We
discuss different approaches for computational methods for turbulent flows in
Chapter 4. Then we end the thesis by a short conclusion.

For a complete discussion of the stabilized finite element method and error
analysis we refer to the attached papers.

This work is a part of the development of a unified continuum mechanic’s
solver, Unicorn, which is based on an adaptive finite element method. The
vision of Unicorn [21] is to develop one unified continuum mechanics solver
including compressible and incompressible flows, fluid-structure and multi-
phase problems. Unicorn is part of the FEniCS applications and based on
components of the FEniCS project [10].

1.2 Conservation Laws

The Initial Value Problem (IVP) for the n-dimensional conservation law is
defined as follows:

u̇+∇ · f(u) = 0, x ∈ Rn, t > 0,
u(x, 0) = u0(x), x ∈ Rn,

(1.1)

where u = u(x, t) : Rn × R → Rm is a m - dimensional vector of conserved
variables, f(u) : Rm → Rm is convectional flux, a given smooth function of u,
and u0 is initial data which is also given. The first term in the equation, u̇, is
a time derivative of the unknown solution u.

We assume that the system (1.1) is a hyperbolic system of partial differen-
tial equations, meaning that the flux Jacobian f ′(u) is diagonalizable and has
real eigenvalues.

The Boundary Value Problem (BVP) is defined as follows:

u̇+∇ · f(u) = 0, x ∈ Ω, t > 0,
u(x, 0) = u0(x), x ∈ Ω,

(1.2)

where Ω ⊂ Rn is a fixed open domain and Γ its boundary. The boundary con-
ditions for the BVP (1.2) are based on the characteristics of the flux Jacobian
system f ′(u). We will discuss the choice of boundary conditions later.
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Conservation Laws

1.2.1 Weak Solution

Conservation laws allow for discontinuous solutions, e.g. in the form of shocks,
which may be interpreted as weak solutions.

Assume that φ(x, t) is a smooth test function with compact support. Mul-
tiplying this test function to the conservation law (1.1) and integration by
part gives ∫

Rn×R
(uφ̇+ f(u) · ∇φ)dtdx+

∫
Rn
u(x, 0)φ(x, 0)dx = 0. (1.3)

A function u(x, t) is said to be a weak solution if it satisfies equation (1.3)
for all smooth test functions with compact support.

1.2.2 Viscosity Solution

In general there is no sharp jump or sharp discontinuity in the physical prob-
lem. Instead there is a small diffusive layer over which the solution changes
from one value to another. Therefore, we may replace the above conservation
law with a regularized equation

u̇+∇ · f(u) = ε∆u, (1.4)

where ε is a small viscosity. The limit when ε→ 0 is referred to as a viscosity
solution to the conservation law.

Analyzing equations with viscous regularization makes analysis easier in
most cases. However, in a limit where ε goes to zero, problems may become
more complicated and analysis difficult. In this paper we study the compress-
ible Euler equations, that play a fundamental role in fluid dynamics describing
inviscid flow. The Euler equations are obtained from the Navier-Stokes equa-
tions, when the physical viscosity in the system goes to zero.

For the Navier-Stokes equations, the existence and smoothness 1 of a strong
(classical) solution is still not known. A French mathematician, Leray, showed
the existence of weak solutions of the incompressible Navier-Stokes equations,
but despite of that, the existence of weak solutions for the Euler equations is
still unknown.

1This is one of the seven Millennium prizes which are stated by the Clay Mathematics
Institute. The prize is US $1,000,000 for a solution or a counter-example.
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1. Background

1.2.3 The Riemann Problem
A conservation law together with a piecewise constant initial data, which has a
single discontinuity, is called a Riemann problem. For the scalar conservation
law it is defined as:

u̇+ ∂

∂x
f(u) = 0, u(x, 0) =

{
ul, x < 0,
ur, x ≥ 0.

(1.5)

The initial data has a discontinuity point at x = 0 and depending on the
values ul and ur the problem (1.5) has different solutions, such as shocks,
rarefactions wave and contact discontinuities.

1.2.4 Rankine Hugoniot Condition
If ul > ur, there is a unique weak solution to the Riemann problem (1.5),
which is calculated as

u(x, t) =

{
ul, x < st,

ur, x ≥ st.
(1.6)

where the constant s is called the shock speed. The discontinuity in the solution
propagates with the shock speed.

Furthermore, the discontinuous function (1.6) is called a weak solution to
the Riemann problem (1.5) if it satisfies the Rankine-Huginiot condition

f(ul)− f(ur) = s(ul − ur), (1.7)

or for problem (1.5) we can write

s = f(ul)− f(ur)
ul − ur

. (1.8)

1.2.5 Example
To understand a family of solutions of the Riemann problem, consider the
following conservation law

u̇+ ∂

∂x

(
u3

3

)
= 0, u(x, 0) =


0, x < 0,
1, 0 ≤ x ≤ 1,
0, x ≥ 1.

(1.9)

For this problem the shock speed according the Rankine-Hugoniot condi-
tion is s = 1

3 . One can easily show that the characteristics, dxdt = f ′(u(x, t)),
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Conservation Laws

for the equation (1.9) are straight lines, x = ξt+x0, ξ = u0(x), and a solution
of (1.9) is constant along the characteristics with initial data u(x, 0). Then
the solution can be found as

u(x, t) =



0, x < 0,√
x

t
, 0 ≤ x < t,

1, t ≤ x < 1
3
t+ 1,

0, x ≥ 1
3
t+ 1.

(1.10)

From Figure 1.1 one can see that the characteristic lines do not cross in
x ≤ 0. Between x > 0∪x < t a rarefaction wave develops in the solution. The
characteristic lines from the region t ≤ x ∪ 0 < x < 1 crosses the lines from
the region x ≥ 1. The crossed lines is called a shock line and solutions on this
line develops with the shock speed s = 1

3 . Figure 1.2 describes the solution
u(x, t) at different times t = 0, 0.5, 1, 1.5.

Figure 1.1. The characteristic lines for the equation (1.9).
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Figure 1.2. Solution of the equation (1.9) at for different times.

1.3 The Compressible Euler Equations

Now, we study one of the most important conservation laws in gas dynam-
ics, the compressible Euler equations. The compressible Euler equations play
a fundamental role in understanding and simulating compressible gases and
fluids and are widely used in science and industry.

Similar to scalar conservation laws, as described above, the compressible
Euler equations has a complex behavior, containing rarefaction and shock
waves, jumps and contact discontinuities. To capture this complex behavior
one need to design a numerical method carefully.

The compressible Euler equations express conservation of mass, momen-
tum and total energy for an inviscid fluid enclosed in a fixed (open) domain
Ω in three-dimensional space R3 with boundary Γ over a time interval [0, t̂ ]
with initial time zero and final time t̂.

In principle the conservation of mass states that the net mass flowing into
some control volume must be equal to the rate of increase of total mass in
the volume. The conservation of momentum comes directly from Newton’s
second law, which states that the time rate of change of momentum in a
material region is equal to the sum of the forces on that region, or that the
sum of forces is equal to mass times acceleration. And finally the conservation
of energy states that the energy in an isolated system remains constant.
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The Compressible Euler Equations

We seek the density ρ, momentum m = ρu, with u = (u1, u2, u3) the
velocity, and the total energy e as functions of (x, t) ∈ Ω ∪ Γ × [0, t̂ ], where
x = (x1, x2, x3) denotes the coordinates in R3 and ui is the velocity in the
xi-direction. The Euler equations for û ≡ (ρ,m, e) read with Q = Ω × I and
I = (0, t̂ ]:

ρ̇+∇ · (ρu) = 0 in Q,
ṁi +∇ · (miu) + p,i = fi in Q, i = 1, 2, 3,

ė+∇ · (eu+ pu) = 0 in Q,
u · n = 0 on Γ× I,

û(·, 0) = û0 in Ω,

(1.11)

where p = p(x, t) is the pressure of the fluid, p,i = ∂p/∂xi is the partial
derivative with respect to xi, the dot indicates differentiation with respect
to time, n denotes the outward unit normal to the boundary Γ and f =
(f1, f2, f3) is a given volume force (like gravity) acting on the fluid, and û0 =
û0(x) represents initial conditions. Further, the total energy e = k+ θ, where
k = ρ|u|2/2 is the kinetic energy, with |u|2 ≡ u2

1 + u2
2 + u2

3, and θ = ρT is the
internal energy with T the temperature scaled so that cv = 1, where cv is the
heat capacity under constant volume.

The boundary condition u ·n = 0 is a slip boundary condition requiring the
normal velocity u · n to vanish corresponding to an impenetrable boundary
with zero friction.

The number of unknowns including the pressure is six but there are only
five equations in the Euler system (1.11), and so we close the system with the
state equation of a perfect gas;

p = (γ − 1)ρT, (1.12)

expressing the pressure p as a function of density ρ and temperature T , where
γ = cp is the adiabatic index with cp the heat capacity under constant pressure,
and (γ − 1) is the gas constant.

For a perfect gas, the speed of sound c is given by c2 = γ(γ− 1)T , and the
Mach number is defined as M = |u|/c, with u the velocity of the gas.

Note that the incompressible Euler equations are obtained by assuming
that the density is constant, where the conservation of mass or continuity
equation becomes simply ∇ · u = 0.

9





Chapter 2

Stabilized Finite Element Methods for
Conservation Laws

2.1 Numerical Methods for Conservation Laws and the
Compressible Euler Equations

In a review paper Woodward and Colella summarized three main approaches
to the representation of discontinuities and shocks [47]: artificial viscosity
techniques, linear hybridization and Godunov’s approach.

Godunov’s approach is based on a Riemann solver and solves the equa-
tions exactly at the interior discontinuity interfaces or approximates it using
polynomials. In the original Godunov’s scheme [11], the solution is approx-
imated by piecewise constant functions, resulting in first order accuracy in
space, together with the exact local Riemann solution at the cell interfaces.
The piecewise constant functions can be replaced with higher order functions,
leading to higher order schemes such as Monotone Upstream-centered Schemes
for Conservation Laws (MUSCL). In general, it is hard to use this approach for
complex geometries and unstructured grids. Obtaining higher order accurate
schemes for unstructured meshes in 3D is not straightforward.

Linear hybridization methods are usually designed in the following way:
The regions with a smooth solution is approximated with a high order scheme,
while in non smooth regions the scheme is replaced by a lower order scheme
which captures step gradients and discontinuities. Finite difference schemes
are usually used within this framework. These methods are similar to the
artificial viscosity approach, where a small amount of artificial viscosity is
added to the scheme in regions near discontinuities. Both need to find the

11



2. Stabilized Finite Element Methods for Conservation Laws

right regions to give a special treatment.
Artificial viscosity was suggested by Neumann and Richtmyer [43] and

has been much developed over the last decades. It regularizes conservation
laws by adding extra terms and then modified equations are solved, see section
1.2.2. Large amount of viscosity can smeared out the important characteristics
of the solution. For conservation laws, in particular the compressible Euler
equations, one has to choose the artificial viscosity in such a way that it
reduces oscillations near shocks and discontinuities, but is small in the smooth
part of the domain. One well known approach is to locate shocks by wavelet
coefficients, proposed by Harten [13]. Wavelet coefficients are used to locate
the shock and discontinuity regions, where a small viscosity is then added.

Later in this chapter we discuss residual based streamline diffusion stabi-
lization and shock capturing methods for finite elements.

2.2 An Overview of Numerical Methods

In this section we discuss some numerical techniques which are used for solv-
ing the compressible Euler equations. Among them, the well-known finite
difference, finite volume and finite element methods.

2.2.1 Finite Difference and Finite Volume methods
Finite difference methods are popular with respect to efficiency for certain
computational domains. If the computational domain is structured or equidis-
tant, there is no need to keep information about the entire mesh. The solution
is computed in each mesh point without solving a linear system of equations.
This makes the program notably fast and very efficient. Finite difference
methods are based on Taylor expansions.

Another method, which is similar to finite difference methods, is the finite
volume method. The method is based on a volume integral of the partial dif-
ferential equation where the integrals containing divergences are converted to
surface integrals, which are approximated as a flux between volumes. For this
method the computational mesh can be both structured and unstructured,
and it allows for complex geometry. It is hard to construct a high order accu-
rate scheme with this method, especially in the case of unstructured meshes.

2.2.2 Finite Element Methods
Finite element methods (FEM) are know for their reliability and generality.
FEM is based on the Galerkin method with polynomial basis functions, where

12



A General Galerkin finite element method

the equations are written in weak form, by multiplying the equation to a test
function. FEM is well suited for mathematical analysis, opening for a rigorous
error analysis. This is very important feature, since approximating a solution
does not guarantee that it is the correct solution.

FEM can be used in any geometry; it is easy to make a scheme very high
order accurate by increasing the order of the basis function. Discontinuous
Galerkin methods can be seen as a generalization of finite volume methods.

A disadvantage of the method is the computational efficiency. The method
is typically relatively slow on a fixed mesh. However, rigorous error estima-
tion and flexible adaptive mesh refinement can make the method remarkably
efficient.

There are finite element methods, using non polynomial basis functions.
The most popular one is the spectral element method, which is extensively used
in fluid dynamics in Direct Numerical Simulations (DNS). Spectral element
methods are combinations of spectral methods and finite element methods
with special choices of basis functions. Despite of high orders of accuracy, the
methods only works for relatively simple geometries.

2.3 A General Galerkin finite element method

The standard Galerkin finite element method is not stable for convection dom-
inated problems. Instead a mesh-dependent consistent numerical stabilization
is added. The development of stabilization methods started in the late 70’s.
Claes Johnson adopted the name streamline diffusion methods (SD) and with
his coworkers published a series of papers on time dependent problems includ-
ing advection-diffusion systems, and the Navier-Stokes equations.

The first paper with systematic analysis both mathematically and numeri-
cally by Johnson and Nävert appeared already in 1981 in the conference book
[36]. Nävert defended his PhD dissertation in 1982 also on stabilization of
finite element methods [42]. The work by Johnson, Hansbo and Szepessy
[40, 35, 38, 39, 12], was mainly focused on stability properties, and accuracy
of SD for conservation laws including the compressible Euler equations, and
the incompressible Navier-Stokes.

In parallel, Hughes and his co-workers were doing similar research on sta-
bilization of finite element methods. Hughes together with Brooks published
the journal paper [5], which summarized the existing stabilized methods. Here
they introduced the Streamline Upwind Petrov-Galerkin (SUPG) methods in
1979, see [28], and later Hughes and Tezduyar and their co-workers published
a number of papers in this subject, see [29, 46]. For more details about stabi-
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2. Stabilized Finite Element Methods for Conservation Laws

lized methods for compressible flow we refer to [30].
Here we introduce a General Galerkin or cG(1)cG(1) finite element method

which we refer to as G2. G2 is a simplified stabilized finite element method
with individual stabilization of each equation for conservation of mass, mo-
mentum and energy, with streamline diffusion least squares stabilization of
only the convection term of the corresponding residual, and with componen-
twise residual based shock-capturing stabilization for each equation. This
makes the computation of the stabilization terms cheaper compared to other
methods, since there are fewer terms.

2.3.1 cG(1)cG(1) for the Euler Equations
We start by introducing the following notation: The scalar product over the
finite element mesh Th is defined as

(v, w) =
∑
K∈Th

∫
K

v · w dx.

Let 0 = t0 < t1 < ... < tN = t̂ be a sequence of discrete time steps with time
intervals In = (tn−1, tn] and timestep ∆t = tn − tn−1. Let ûh = (ρh,mh, eh)
be continuous piecewise linear in space and time. The time derivatives of
density, momentum and energy, and the mean values in the interval In are
denoted by

ρ̇n = ρn − ρn−1

∆tn
, ṁn = mn −mn−1

∆tn
, ėn = en − en−1

∆tn
,

ρ̄n = 1
2

(ρn + ρn−1), m̄n = 1
2

(mn +mn−1), ēn = 1
2

(en + en−1),

where ρn = ρh(tn), pn = ph(tn), mn = mh(tn) with mn = mnj , mh = mhj
for j = 1, 2, 3.

Let Wh ⊂ H1(Ω) be a finite element space consisting of continuous piece-
wise linear functions on a fixed mesh Th = {K} of mesh size h(x) < 1, with
elements K. Here H1(Ω) denotes the standard Hilbert space of functions that
are square integrable together with their first order derivatives. Let Wh,0 be
the space of vector functions in W 3

h satisfying the slip boundary condition,
that is Wh,0 = {w ∈W 3

h : w · n = 0 on Γ}.
The cG(1)cG(1) method for the compressible Euler equations, here with-

out source terms for simplicity, reads: For n = 1, ..., N , find ûnh = (ρn,mn, en) ≡

14



A General Galerkin finite element method

(ρh(tn),mh(tn), eh(tn)) with ûnh ∈ Vh ≡Wh ×Wh,0 ×Wh, such that

Rρ(ρh; vρn) + SDρ(ρh; vρn) = 0, (2.1)
Rm(mh; vmn ) + SDm(mh; vmn ) = 0, (2.2)

Re(eh, ven) + SDe(eh; ven) = 0, (2.3)

for all test functions v̂nh = (vρn, vmn , ven) ∈ Vh ≡ Wh × Wh,0 × Wh, where
SDρ(ρh; vρn), SDm(mh; vmn ) and SDe(eh; ven) are stabilization terms, defined
by

SDρ(ρh; vρn) = (δun · ∇ρ̄n, un · ∇vρn) + (ν̂ρ∇ρ̄n,∇vρn), (2.4)
SDm(mh; vmn ) = (δun · ∇m̄n, un · ∇vmn ) + (ν̂m∇m̄n,∇vmn ), (2.5)
SDe(eh; ven) = (δun · ∇ēn, un · ∇ven) + (ν̂e∇ēn,∇ven), (2.6)

and

Rρ(ρh; vρn) = (ρ̇n, vρn)− (unρ̄n,∇vρn), (2.7)
Rmj (mhj ; vmjn ) = (ṁnj , vmjn )− (unm̄nj ,∇vmjn )− (pn,∇ · vmjn ), (2.8)

Re(eh; ven) = (ėn, ven)− (unēn,∇ven) + (∇ · (unpn), ven), (2.9)

where we let un, pn and Tn be finite element functions in Wh,0, Wh and Wh
respectively, which are defined by their nodal values given by

un(Ni) = m̄n(Ni)/ρ̄n(Ni),
pn(Ni) = (γ − 1)ρ̄n(Ni)Tn(Ni),
Tn(Ni) = ēn(Ni)/ρ̄n(Ni)− |un(Ni)|2/2

for all nodes Ni in the mesh Th.
We use the stabilization parameters δ = Cδ(∆t−2

n + |un|2h−2)−1/2 and
ν̂α = max

(
Cα|Rα(û)|h2, Chh

3/2) (α = ρ,mj , e), with constants Cδ, Cα and
Ch ∼ U√

L
, where U and L are characteristic velocity and length scales, and

we define the normalized strong residuals by

Rρ(ûh) = (ρ̇n +∇ · (ρ̄nun))/|ρ̄n|, (2.10)
Rmj (ûh) = ((ṁn)j +∇ · ((m̄n)jun) +∇pn)/(|(m̄n)j |+ ε), j = 1, 2, 3,(2.11)
Re(ûh) = (ėn +∇ · (ēnun + pnun))/|ēn|, (2.12)

for t ∈ In, and with ε > 0 a small safety factor. The time step ∆tn is given by
a CFL-condition, with typically ∆tn ∼ minEj∈Th(h/|un|)Ej , for all elements
Ej in the mesh Th.
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2. Stabilized Finite Element Methods for Conservation Laws

We note that we here stabilize each equation of (1.11) individually, rather
than stabilizing the complete system (1.11) using a stabilization matrix, which
is a common approach, see e.g. [46]. Our approach is cheap and simple to
implement, nevertheless it captures the important phenomena of compressible
flow.

2.3.2 Numerical Examples
For complete analysis and numerical studies for well-known benchmarks, we
refer to Paper I in this thesis.

To illustrate the G2 method for the compressible Euler equations we
present the following 2D implosion benchmark problem. This benchmark
problem was presented in [31] and was studied using a number of finite dif-
ference schemes in [44]. The problem is the following: a box in 2D of size
(x, y) ∈ [−0.3, 0.3] × [−0.3, 0.3] has a small rhomb inside of size (x, y) ∈
[±0.15, 0] × [0,±0.15], see figure 2.1. Gas with low density and pressure
(ρinside, pinside) = (0.125, 0.14), with higher density and pressure gas out-
side of the rhomb, (ρoutside, poutside) = (1, 1). The initial velocity is zero, and
the gas constant is γ = 1.4. Reflecting boundary conditions are used for all
boundaries, corresponding to slip boundary conditions in G2.

Following [44] we also did the computation in the upper right quadrant,
(x, y) ∈ [0, 0.3]× [0, 0.3], with a mesh of 400× 400 vertices.

Figure 2.1. The initial data for implosion problem.
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A General Galerkin finite element method

Figure 2.2. Result for the implosion problem at different times: In all figures we
plot pressure color bars for pressure, velocity arrows and density contours: upper-
left: t = 0.025, 36 density contours from the interval [0.124923, 1.00005]; upper-
right: t = 0.075, 36 density contours from the interval [0.563953, 1.26687]; lower-
left: t = 0.7, 36 density contours from the interval [0.602772, 1.19334]; lower-right:
t = 1.4, 36 density contours from the interval [0.43217, 1.05981].
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2. Stabilized Finite Element Methods for Conservation Laws

Figure 2.3. Density at time t = 1.4, on the square (x, y) ∈ [−0.3, 0.3]× [0.3, 0.3]

At time t = 0 the internal “walls” of the rhomb are removed. Since the
density and pressure are low inside the small rhomb, gas starts to move from
the rest of domain to the rhomb, resulting in shock, rarefaction and contact
discontinuity waves. Consequently, these waves cross each other and reflect
when they hit the boundary.

High order finite difference schemes are used in [44], and the presented
solutions appear to be sharper than the G2 solution defined above. However,
this is compensated for by using adaptive mesh refinement, which is illustrated
with numerical results in the following chapters.
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Chapter 3

A posteriori error estimation and
adaptive finite element methods

As mentioned in the above chapters, a main feature of finite element methods
is a rigorous framework for a posteriori error estimation.

A posteriori error estimation is based on the computed finite element so-
lution, while a priori error estimation is based on the exact solution.

In this chapter we give a brief overview of error estimation in the finite
element framework.

3.1 Error analysis for finite element methods

Let Vh ⊂ H1(Ω) be a finite element space, H1(Ω) be the Hilbert space with
function in L2(Ω) - the space of Lebesgue square integrable functions, with also
first order derivatives in L2(Ω) and u, U be exact and approximate solutions.
An a priori error estimate shows that for a class of problems a finite element
method produces the best approximation U of the solution u in the finite
element space Vh, see e.g. [9, 32].

In a posteriori error analysis, only knowledge of the computed solution is
required. This means that the solution is computed, and then the error is
estimated using this solution. Once the bound of the error is estimated in
the appropriate norm, it is possible to improve the approximation in order
to reduce the error which makes the method efficient and reliable. The idea
of using duality arguments in a posteriori error estimation was first studied
by Babuška and Miller for elliptic model problems [1, 2]. A more general
framework for a systematic approach to a posteriori error estimation was
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developed by Eriksson and Johnson, Becker and Rannacher, with co-workers,
[9, 7, 8, 3, 4].

In most applications we are interested in obtaining an estimate of the error
in some quantity of interest or output, rather than estimating the error itself.
This approach minimizes a region in the computational domain, which must
be refined to obtain the accuracy in the quantity of interest. The quantity of
interest can be fluid forces such as drag and lift, stresses and fluxes. For more
information, see e.g. [32].

3.2 A posteriori error estimation for the compressible Euler
equations

For systems of conservation laws, a posteriori error analysis was earlier in-
vestigated by Johnson, Szepessy and Hansbo [37, 39, 33, 34], and stationary
compressible Euler equations in 2D were studied by Hartmann, Huston and
Süli, and Larson and Barth using adaptive discontinuous Galerkin methods
[14, 26, 27, 41]. Burman studied a posteriori error estimations for the time
dependent compressible Euler equations in 2D [6].

In this thesis we present a posteriori error estimates for the compress-
ible Euler equations in three space dimensions, where we formulate the Euler
equations (1.11) in terms of density, velocity and pressure. These variables
are independent of each other, resulting in a simplified derivation of the a pos-
teriori error estimate. For details we refer to the second paper of the thesis,
where we show the derivation of the dual problem for the compressible Euler
equations and we prove an a posteriori error estimates.

To understand the essence of a posteriori error analysis for nonlinear prob-
lems, including the compressible Euler equations, consider the following non-
linear equation in a finite n-dimensional space:

f(u) = b, (3.1)
where f : Rn 7→ Rn, u ∈ Rn.

3.2.1 Linearization
The residual of a computed approximate solution U ∈ Rn is defined as

R(U) = f(U)− b, (3.2)

or we can write
−R(U) = f(u)− f(U). (3.3)
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To derive a relation between the residual R(U) and the error e = u−U ,we
insert u = U + e in (3.2) and Taylor expand about U to get

f(U + e) = b ⇒
f(U) + f ′(U)e+O(e2) = b ⇒

f ′(U)e+O(e2) = −(f(U)− b) ⇒
f ′(U)e+O(e2) = −R(U)

(3.4)

where f ′(U) is a Jacobian matrix. We drop the remaining terms which is in
order O(e2), to write the relation between residual and error as

f ′(U)e ≈ −R(U). (3.5)

3.2.2 Adjoint Problem
The adjoint problem is used to determine the effect on a quantity of interest
of the accumulation of errors.

With the notation A(e) = f ′(U)e we use the definition: an operator A∗ is
adjoint to the linear operator A if

(A(e), φ) = (e,A∗(φ)), ∀e, φ ∈ Rn. (3.6)

The function φ in the last equality is also called a Generalized Green’s function,
see [32]. Using the adjoint operator A∗, we define the following dual problem
for the variable φ: find φ ∈ Rn such that

A∗(φ) = ψ, (3.7)

where ψ ∈ Rn defines a quantity of interest M(u) of the problem by M(u) =
(u, ψ) = u · ψ. The quantity M(u) can be an error at some point or the error
in an average over some subset of the computational domain or some norm
of the error. In this thesis, we choose the drag force of the compressible flow
around an object as the quantity of interest.

3.2.3 Error Estimation
The following lemma is an error representation formula:

Lemma 3.2.1. The error M(u) −M(U) = M(e) has the following relation
to the residual R(U), and dual solution φ

M(e) ≈ (−R(U), φ). (3.8)
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Proof. Using the definition of the adjoint operator, (3.6), and the dual problem
(3.7), we have the following error representation for the quantity of interest:

M(u)−M(U) = M(e) = (e, ψ) = (e,A∗(φ)) ≈ (−R(U), φ). (3.9)

Now, assume Û = (ρh, uhi , ph) is a G2 solution and û = (ρ, ui, p) is an
exact solution, and φ̂ = (φρ, φui , φp) is the exact solution of the linearized
dual problem of the Euler equations.

Then the following theorem is an a posteriori error estimate for the com-
pressible Euler equations.

Theorem 3.2.2. The error, M(û)−M(Û) satisfies the following inequality

|M(û)−M(Û)| ≤
N∑
n=1

∆tmax
In

[
Cnh

∑
K∈Tn

|Dφ̂|K |R(Û)|K +
∑
K∈Tn

|SD(Û ;πhφ̂)|

]
(3.10)

where ∆t - time stepsize, h - meshsize, Th = {K} - a fixed mesh with mesh
size h(x) < 1 and elements K, SD(Û ;πhφ) - stabilization terms in the G2
method.

The a posteriori error estimate is expressed in terms of computed solutions
of the primal and dual problems.

3.2.4 An adaptive algorithm
Once the error estimate is obtained, the next step is to use the error indicator
(3.10) to improve the numerical approximation. In the simplest adaptive al-
gorithms the mesh, Th, remains constant until the final time t. For the fixed
mesh, the primal problem is solved forward and the dual problem is solved
backward in time. Then the mesh is refined/coarsened according to the error
indicator. Then the whole cycle is repeated until some criteria is satisfied:

Algorithm 3.2.3. Given some tolerance TOL and initial coarse mesh T 0
h .

Starting with time k = 0 do the following adaptive loop:
1. Compute the primal solution of the compressible Euler equations, ûh ∈

Vh, on the current mesh T kh .
2. Compute the dual solution, φ̂h ∈ Vh, on the same mesh.
3. Compute the error indicator defined in (3.10), if |M(u) − M(U)| <

TOL, then STOP.
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4. Refine elements in T kh with the largest error indicator to get mesh T k+1
h .

5. Set k = k + 1 and go to 1.

3.2.5 Numerical Examples

To illustrate the above adaptive algorithm, we consider compressible super-
sonic flow, for M = 1.4 around a cylinder, with diameter d = 0.0254, in two
dimensions. In the simulation we use dimensionless variables: Let L be a
length, then the density ρ∗, sound speed c∗ and the temperature T ∗ are nor-
malized by their free stream values, ρ∗∞, c∗∞, T ∗∞. The time t is normalized by
L/c∗∞, pressure by p = p∗

ρ∗∞c
2
∞

and velocity by u = u∗

c∞
.

For the inlet all variables of the solution are given, at the outlet boundary
conditions based on characteristics are used, and a slip boundary condition
is used in the rest of the computational domain. Since the characteristics of
the Euler equation goes outward at the outlet, homogeneous Neumann or “do
nothing” boundary condition is applied at the outlet. The quantity of interest
in this example is a drag force acting on the cylinder.

The problem is solved forward in time until a final time t = 1, and then
the corresponding dual solution is computed backward in time. The mesh is
refined according to the error indicator described above, and then the same
steps are repeated.

We plot the solution from the finest mesh which is obtained after seven
adaptive refinements. Figure 3.1 shows the solution of the dual problem at
the finest mesh at time t = 0 together with the sonic contour M = 1 at time
t = 1. Note, that this is not a stationary solution to the problem at this
time. The shock waves develop along the sonic contour. One see that the
dual solution indicates the upstream region, close to the supersonic region,
and the downstream region where the wake will develop, to be important for
the drag value. However, the residual of the primal equations is not large close
to the inlet, it is usually large along the shock waves and wake. From the dual
solution and the primal residual the error indicator is computed in each cell,
K, of the triangulation Th. Figure 3.3 shows the finest mesh together with the
M = 1 contour. We can see that the adaptive refinement does not follow only
the shock region, it refines also the regions where the dual solution is large.

Finally, Figure 3.3 we plot the error indicator vs the number of cells.
It shows, that the adaptive algorithm works well and alsready after seven
iterations the error in drag smaller than TOL= 10−3.

we plot the L2-norm of the error indicator versus the number of cells.
It shows, that the adaptive algorithm works well and already after seven
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iterations the L2-norm of the relative error to the value of drag gets smaller
than TOL = 10−3.

Figure 3.1. The dual density (upper) and pressure (lower) at time t = 1 after seven
adaptive refinements with respect to drag force together with the M = 1 contour.
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Figure 3.2. The dual velocity at time t = 1 after seven adaptive refinements with
respect to drag force together with M = 1 contour.
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Figure 3.3. The mesh (above) after seven adaptive refinement with 53046 cells and
26807 nodes, and plot of log10(#cells) vs log10(error indicator) (below).
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Chapter 4

Adaptive DNS/LES turbulence modeling

As is mentioned above, when the viscosity of the flow gets very small, the
flow becomes turbulent. In fluid mechanics the transition to turbulence from
laminar flow is characterized by the Reynolds number, Re. The Reynolds
number is a dimensionless parameter which is calculated as Re = LU

ν , where
L is a characteristic length, U is velocity and ν is the viscosity of the fluid. For
small Reynolds numbers the Navier-Stokes equations can be solved, but for
high Reynolds number when the flow is turbulent full computational resolution
is impossible. The flow usually becomes turbulent for Reynolds numbers Re ∼
103.

4.1 Turbulence modeling for flow problems

Numerical methods for computing turbulent flows can be divided into three
main approaches: Direct Numerical Simulation (DNS), Reynolds Averaged
Navier Stokes (RANS) and Large Eddy Simulations (LES). Here we give a
short overview of these approaches.

DNS uses a numerical method to solve the Euler/Navier-Stokes equation
directly by resolving all scales in space and time. For industrial applications
such as aerodynamics, the Reynolds number of the fluid is of order 106 and
larger, where full resolution of the small scales need more than Re3 = 1018 grid
points, which makes the computation impossible with the computer power we
have available today. Therefore, the traditional approach to get around DNS
is to use turbulence modeling. For that the original equations are replaced by
modified equations, which are obtained by averaging or filtering the original
equations.
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In RANS the Navier-Stokes equations are replaced by time averaged flow
equations, where the filter corresponds to a global average. In LES the average
is local in space and time. LES needs a more refined mesh than RANS, but
much coarser than DNS. By the LES method one can resolve and predict
instantaneous turbulent flow structures. For more information about this
method we refer to a book by Sagault [45].

4.1.1 Adaptive DNS/LES

The G2 method described above can be an alternative approach to treat tur-
bulence. With respect to a quantity of interest, G2 chooses the mesh auto-
matically based on a posteriori error estimation and resolves the flow features
which has large influence on the quantity of interest while other scales re-
main unresolved with the stabilization acting as a numerical turbulence model.
Therefore, adaptive G2 can be characterized as a DNS/LES method, since a
part of the flow is resolved according to the quantity of interest as DNS and
the rest of the flow is left unresolved in a LES. To compute mean value output,
G2 may e.g. use LES in the wake and DNS to capture separation and shocks.
Rigorous error estimation in G2 significantly minimizes the computational
cost of the simulation, for turbulent flow. The dual problem shows sensitivity
with respect to the output which is taken into account automatically in the
algorithm.

Adaptive DNS/LES was developed and successfully applied to incompress-
ible flow by Hoffman and Johnson [15, 20, 24, 16, 22, 19, 17, 18, 23]. For a
detailed analysis of G2 we refer to [25].

4.2 Adaptive DNS/LES for compressible Euler equations

In this thesis we study the extension of Adaptive DNS/LES to turbulent com-
pressible flow. For low Mach number, the flow is characterized as incompress-
ible since the effect of compressibility is negligible. However, when the Mach
number increases the flow gets very complex: including turbulent wakes, bow
shocks, rarefaction waves, discontinuities, shock wake interaction, expansion
and compression of supersonics regions, and transition to subsonic/supersonic
flow. To resolve all these features by the numerical method is impossible for
inviscid or slightly viscous flows. We can see in the above presented results
that G2 focus computational resources to regions that have high influence
on the quantity of the interest in the computation, thereby minimizing the
computational cost.
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The detailed discussion of the G2 method for compressible flow can be
found in the second paper of this thesis. This paper is the first step towards
extending Adaptive DNS/LES to turbulent compressible flow.

Overall, G2 may open new possibilities for computational compressible
turbulence.
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Chapter 5

Conclusion and future direction

In this thesis we have presented a stabilized cG(1)cG(1) finite element method
for the compressible Euler equations with componentwise least squares stabi-
lization and residual based shock capturing. This method is robust, easy to
implement and conserves all quantities of the conservation law, see Paper I.

Later we extended the Adaptive DNS/LES method to compressible flow,
by proving duality based a posteriori error estimates, and presenting numerical
results, see Paper II.

As a future direction, we are going to extend the a posteriori error analysis
including Adaptive DNS/LES to viscous compressible flow and to multiphase
flow, and also study the method for problems of compressible turbulence.
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Chapter 6

Summary of Papers

6.1 Paper I: A General Galerkin Finite Element Method for
the Compressible Euler Equations

In this paper we present a General Galerkin method for the compressible
Euler equations. The General Galerkin method is a stabilized finite element
method based on linear approximation in space and time. The stabilization
is componentwise in the form of a weighted least squares stabilization of the
convection terms together with residual based shock-capturing, resulting in
a symmetric stabilization matrix in the discrete system. The G2 method
presented here is a generalization of the cG(1)cG(1) method for incompressible
flow [25].

The method is cheap and simple to implement and conserves total mass,
momentum and energy exactly. We prove an a posteriori energy estimate for
the method, and we illustrate the performance of the method in a number of
numerical tests in 2d and 3d.

6.2 Paper II: An Adaptive Finite Element Method for the
Compressible Euler Equations

In this paper we present an adaptive General Galerkin method for the com-
pressible Euler equations. The mesh adaptation is based on a dual problem
to the Euler equations. We give a derivation of the linearized dual problem
which is solved numerically by a cG(1)cG(1) method. In this paper we prove
an a posteriori error estimate for the compressible Euler equations and we
give an adaptive algorithm based on this error estimate.
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6. Summary of Papers

The primal problem is solved by the G2 method described in Paper I,
and the dual problem is solved with the same approach but with a simplified
stabilization. We give a number of computational results to illustrate the
method.
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[36] C. Johnson and U. Nävert, An analysis of some finite element
methods for advection diffusion problems, Analytical and Numerical Ap-
proaches to Asymptotic Problems in Analysis. Axelsson, S. et all (eds.),
North-Holland, 1981.

[37] C. Johnson and A. Szepessy, Adaptive finite element methods for con-
servation laws based on a posteriori error estimates., vol. 48, Commun.
Pure. Appl. Math.

[38] , Shock-capturing streamline diffusion finite element methods for
nonlinear conservation laws, Recent Developments in Computatioonal
Fluid Dynamics, edited by T. J. R. Hughes and T. Tezduyar, AMD-Vol
95, 1988.

[39] C. Johnson, A. Szepessy, and P. Hansbo, On the convergence of
shock-capturing streamline diffusion finite element methods for hyper-
bolic conservation laws, Mathematics of Computation, 54(189) (1990),
pp. 107–129.

[40] N. U. Johnson, C. and J. Pitkäranta, Finite element methods for
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A GENERAL GALERKIN FINITE ELEMENT METHOD FOR
THE COMPRESSIBLE EULER EQUATIONS

JOHAN HOFFMAN, JOHAN JANSSON AND MURTAZO NAZAROV

Abstract. In this paper we present a General Galerkin (G2) method for the compress-
ible Euler equations. The G2 method presented in this paper is a finite element method
with linear approximation in space and time, with componentwise stabilization in the form
of a weighted least squares stabilization of the convection terms together with residual based
shock-capturing, resulting in a symmetric stabilization matrix in the discrete system. The
method is cheap and simple to implement and conserves total mass, momentum and energy
exactly. We prove an a posteriori energy estimate for the method, and we illustrate the
performance of the method in a number of numerical tests in 2d and 3d.

Key words. General Galerkin method, stabilized finite element method, Euler equa-
tions, compressible flow

AMS subject classifications. 65M60

1. Introduction. In this note we consider the compressible Euler equa-
tions for which we present a stabilized finite element method based on linear
approximation in space and time, which we refer to as a General Galerkin (G2)
method. The G2 method presented here is a generalization of the cG(1)cG(1)
method for incompressible flow [7], and we will use cG(1)cG(1) to denote also
this method. cG(1)cG(1) has been shown to be efficient for incompressible
flow on fixed and moving meshes, see e.g. [3], and has also been shown to be
very robust and efficient for turbulent flow computations when used within
an adaptive algorithm, see e.g. [8, 4, 5, 6].

Many different stabilized finite element methods for the compressible Eu-
ler equations have been proposed, see e.g. [10, 15, 12, 13]. What distinguishes
the method in this paper from previous work is that we use individual sta-
bilization of each equation for conservation of mass, momentum and energy,
with streamline diffusion least squares stabilization of only the convection
term of the corresponding residual, and with componentwise shock-capturing
stabilization for each equation. Our formulation thus contains fewer terms
than, for example, SUPG or GLS formulations [15], and the computation of
the stabilization parameters is very cheap.

We prove that the method conserves total mass, momentum and energy
exactly, and we prove a local energy estimate for the method which may be in-
terpreted as representing the 2nd Law of thermodynamics, with the terms from
numerical stabilization irreversibly transforming kinetic energy into internal

1
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energy in a dissipative process. These dissipative terms are small in smooth
parts of the flow, but large in shocks and turbulence. The energy estimate
is of a posteriori character, assuming ‖h1/2Rα‖ to be bounded independently
of h, with ‖ · ‖ a L2-norm, h is the mesh size and Rα the residuals for mass
and momentum conservation, an assumption that can be checked a posteriori
from the computed solution. With Rα ∼ h−1 in shocks of width ∼ h we have
that ‖hRα‖ ∼ h1/2, and from our previous experience with cG(1)cG(1) for
incompressible turbulent flow [7] we expect that ‖hRα‖ ∼ h1/2 in turbulent
parts of the flow, and thus the assumption is reasonable, since in smooth parts
of the flow we expect that ‖hRα‖ decays faster than h1/2 with decreasing h.
In numerical examples, we find that ‖hRα‖ is decreasing with h as expected.

The streamline diffusion stabilization corresponds to a perturbation of
order h to the equations, which potentially may be very harmful for the accu-
racy of the method. We may compare to standard artificial viscosity of order
h, which is overly dissipative and smears internal shear layers. The stream-
line diffusion of cG(1)cG(1) is mainly active in the streamline direction, thus
with minimal consequence for shear layers in the cross-flow direction: with the
streamline derivative of order ∼ 1 in shear layers, to compare with standard
artificial viscosity with cross-flow derivatives of order ∼ h−1/2. In shocks
the streamline diffusion is typically dominated by the residual based shock
capturing terms.

1.1. Relation to previous work. Woodward and Colella summarized
three main approaches to the representation of discontinuities and shocks [16]:
artificial viscosity technique, linear hybridization and Godunov’s approach.
Godunov’s approach is based on a Riemann solver and solves the equations
exactly at the interior boundaries or approximate it using polynomials. In
general, it is hard to use this approach for unstructured meshes and complex
geometries, because it is difficult to control and choose the neighboring cells.
Artificial viscosity and linear hybridization are in some sense similar to each
other. Both of them are designed to have a special approach for the discon-
tinuity regions. In an artificial viscosity approach the region with a steep
derivative is smeared out by adding viscous terms which have small effect in
smooth regions, whereas in linear hybridization this regions are treated with
a low order dissipative scheme. However, the main problem which remains is
to find the right region to do a special treatment. The G2 method presented
here belongs to the artificial viscosity approach, with the artificial viscosity
based on the residual of the equations.

Artificial viscosity was suggested by Neumann and Richtmyer [14] and
has been much developed over the last decades. Too much artificial viscos-
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ity makes the solution smooth, so to capture discontinuities the mesh has
to be refined sufficiently. Uniform mesh refinement of the mesh is typically
too expensive, but an adaptive algorithm can be used with only local mesh
refinement.

The work by Johnson, Hansbo and Szepessy [12, 13, 2], and Hughes and
Tezduyar [10] is focused on the optimal choice of artificial viscosity and stream-
line diffusion terms (SD and SUPG, streamline-upwind/Petrov-Galerkin meth-
ods). The G2 method in this paper is a simplified version of the above meth-
ods, where artificial viscosity and streamline diffusion terms are defined indi-
vidually for each component, without the use of eigenvalues and eigenvectors
of the linearized operator. Still the results below are satisfactory with the
characteristics of the flow well resolved.

1.2. Outline. We first introduce the Euler equations in Section 2 and
the cG(1)cG(1) method in Section 3. Then we derive a local energy estimate
in Section 4, discuss implementation of the method in Section 5, and finally
we present numerical results illustrating the method in Section 6.

2. The Euler equations. The compressible Euler equations expresses
conservation of mass, momentum and total energy for an inviscid fluid enclosed
in a fixed (open) domain Ω in three-dimensional space R3 with boundary Γ
over a time interval [0, t̂ ] with initial time zero and final time t̂.

We seek the density ρ, momentum m = ρu, with u = (u1, u2, u3) the
velocity, and the total energy e as functions of (x, t) ∈ Ω ∪ Γ × [0, t̂ ], where
x = (x1, x2, x3) denotes the coordinates in R3 and ui is the velocity in the
xi-direction. The Euler equations for û ≡ (ρ,m, e) read with Q = Ω × I and
I = (0, t̂ ]:

ρ̇ + ∇ · (ρu) = 0 in Q,
ṁi + ∇ · (miu) + p,i = fi in Q, i = 1, 2, 3,

ė + ∇ · (eu + pu) = 0 in Q,
u · n = 0 on Γ × I,

û(·, 0) = û0 in Ω,

(2.1)

where p = p(x, t) is the pressure of the fluid, p,i = ∂p/∂xi is the partial
derivative with respect to xi, the dot indicates differentiation with respect to
time, n denotes the outward unit normal to Γ and f = (f1, f2, f3) is a given
volume force (like gravity) acting on the fluid, and û0 = û0(x) represents
initial conditions. Further, the total energy e = k + θ, where k = ρ|u|2/2 is
the kinetic energy, with |u|2 ≡ u2

1 +u2
2 +u2

3, and θ = ρT is the internal energy
with T the temperature scaled so that cv = 1, where cv is the heat capacity
under constant volume.
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The boundary condition u · n = 0 is a slip boundary condition requiring
the normal velocity u ·n to vanish corresponding to an impenetrable boundary
with zero friction.

The number of unknowns including the pressure is six but there are only
five equations in the Euler system (2.1), and so we close the system with the
state equation of a perfect gas;

p = (γ − 1)ρT, (2.2)

expressing the pressure p as a function of density ρ and temperature T , where
γ = cp is the adiabatic index with cp the heat capacity under constant pressure,
and (γ − 1) is the gas constant.

For a perfect gas, the speed of sound c is given by c2 = γ(γ − 1)T , and
the Mach number is defined as M = |u|/c, with u the velocity of the gas.

3. cG(1)cG(1) for the Euler equations. cG(1)cG(1) is a G2 method
using the continuous Galerkin method cG(1) in space and time. With cG(1) in
time the trial functions are continuous piecewise linear and the test functions
piecewise constant. cG(1) in space corresponds to both test functions and
trial functions being continuous piecewise linear. Let 0 = t0 < t1 < ... <
tN = t̂, be a sequence of discrete time steps with associated time intervals
In = (tn−1, tn] of length ∆tn = tn−tn−1 and space-time slabs Sn = Ω×In, and
let Wh ⊂ H1(Ω) be a finite element space consisting of continuous piecewise
linear functions on a fixed mesh Th = {K} of mesh size h(x) < 1, with elements
K. Further, let Wh,0 be the space of vector functions in W 3

h satisfying the
slip boundary condition, that is Wh,0 = {w ∈ W 3

h : w · n = 0 on Γ}
We now seek functions ûh = (ρh,mh, eh), continuous piecewise linear in

space and time. The cG(1)cG(1) method for the compressible Euler equations,
here without source terms for simplicity, reads: For n = 1, ..., N , find ûn

h =
(ρn,mn, en) ≡ (ρh(tn),mh(tn), eh(tn)) with ûn

h ∈ Vh ≡ Wh ×Wh,0 ×Wh, such
that

(ρ̇n, vρ
n) − (unρ̄n,∇vρ

n)
+(δun · ∇ρ̄n, un · ∇vρ

n) + (ν̂ρ∇ρ̄n,∇vρ
n) = 0, (3.1)

(ṁn, vm
n ) − (unm̄n,∇vm

n ) − (pn,∇ · vm
n )

+(δun · ∇m̄n, un · ∇vm
n ) + (ν̂m∇m̄n,∇vm

n ) = 0, (3.2)
(ėn, ve

n) − (unēn,∇ve
n) + (∇ · (unpn), ve

n)
+(δun · ∇ēn, un · ∇ve

n) + (ν̂e∇ēn,∇ve
n) = 0, (3.3)
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for all test functions v̂n = (vρ
n, vm

n , ve
n) ∈ Vh, where

(v, w) =
∑

K∈Th

∫
K

v · w dx,

and

ρ̇n =
ρn − ρn−1

∆tn
, ṁn =

mn − mn−1

∆tn
, ėn =

en − en−1

∆tn
,

ρ̄n =
1
2
(ρn + ρn−1), m̄n =

1
2
(mn + mn−1), ēn =

1
2
(en + en−1),

where we define un, pn and Tn to be finite element functions in Wh,0, Wh and
Wh respectively, which are defined by their nodal values given by

un(Ni) = m̄n(Ni)/ρ̄n(Ni),
pn(Ni) = (γ − 1)ρ̄n(Ni)Tn(Ni),
Tn(Ni) = ēn(Ni)/ρ̄n(Ni) − |un(Ni)|2/2

for all nodes Ni in the mesh Th, and similar for pn. We use the stabilization pa-
rameters δ = Cδ(∆t−2

n + |un|2h−2)−1/2 and ν̂α = max
(
Cα|Rα(û)|h2, Chh3/2

)
(α = ρ,m, e), with constants Cδ, Cα and Ch ∼ U√

L
, where U and L are

characteristic velocity and length scales, and we define the normalized strong
residuals by

Rρ(ûh) = (ρ̇n + ∇ · (ρ̄nun))/|ρ̄n|, (3.4)
Rmj (ûh) = ((ṁn)j + ∇ · ((m̄n)jun) + ∇pn)/(|(m̄n)j | + ε), j = 1, 2, 3,(3.5)

Re(ûh) = (ėn + ∇ · (ēnun + pnun))/|ēn|, (3.6)

for t ∈ In, and with ε > 0 a small safety factor. The time step ∆tn be given by
a CFL-condition, with typically ∆tn ∼ minEj∈Th

(h/|un|)Ej , for all elements
Ej in the mesh Th.

For t ∈ In we may also write cG(1)cG(1) as

Rρ(ρh; vρ
n) + SDρ(ρh; vρ

n) = 0, (3.7)
Rm(mh; vm

n ) + SDm(mh; vm
n ) = 0, (3.8)

Re(eh, ve
n) + SDe(eh; ve

n) = 0, (3.9)
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with

Rρ(ρh; vρ
n) = (ρ̇n, vρ

n) − (unρ̄n,∇vρ
n), (3.10)

Rm(mh; vm
n ) = (ṁn, vm

n ) − (unm̄n,∇vm
n ) − (pn,∇ · vm

n ), (3.11)
Re(eh; ve

n) = (ėn, ve
n) − (unēn,∇ve

n) + (∇ · (unpn), ve
n), (3.12)

and

SDρ(ρh; vρ
n) = (δun · ∇ρ̄n, un · ∇vρ

n) + (ν̂ρ∇ρ̄n,∇vρ
n), (3.13)

SDm(mh; vm
n ) = (δun · ∇m̄n, un · ∇vm

n ) + (ν̂m∇m̄n,∇vm
n ), (3.14)

SDe(eh; ve
n) = (δun · ∇ēn, un · ∇ve

n) + (ν̂e∇ēn,∇ve
n). (3.15)

We note that we here stabilize each equation of (2.1) individually, rather
than stabilizing the complete system (2.1) using a stabilization matrix, which
is a common approach, see e.g. [15]. Our approach here is cheap and very
simple to implement, and is robust with little smearing of discontinuities, as
shown in numerical experiments below.

3.1. Conservation of mass, momentum and total energy. To prove
exact conservation of mass and energy we simply choose the test functions
corresponding to the respective equation to unity:

0 = Rρ(ρn; 1) + SDρ(ρn; 1) = (ρ̇n, 1) =
d

dt

∫
Ω

ρn(x) dx, (3.16)

0 = Re(en; 1) + SDe(en; 1) = (ėn, 1) =
d

dt

∫
Ω

en(x) dx. (3.17)

For the momentum equation we use the following approximation of the
pressure force on the boundary Γ in the direction φ = (φ1, φ2, φ3):∫

Γ

p(n · φ) ds ≈ Nh(Φ) ≡ Rm(mh; Φ) + SDm(mh; Φ), (3.18)

with Φ ∈ W 3
h and Φ = φ on the boundary Γ. For a derivation of this approx-

imation, see e.g. [1, 7]. Now, by choosing the direction Φ = ej , with ej the
standard unit vector for component j, we get conservation of momentum with
the change in momentum equal to the surface pressure force Nh(ej):

Nh(ej) = Rm(mh; ej) + SDm(mh; ej) = (ṁn, ej) =
d

dt

∫
Ω

(mn)j(x) dx.

(3.19)
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3.2. Solution of the discrete system. To solve the system (3.1)-(3.3)
we use an outer fix point iteration with an inner GMRES solver for the lin-
earized problem, with the velocity given by the previous iteration. With this
method the maximum time step length is determined by a CFL condition with
a CFL number of the order 0.1. This solution strategy is probably not the
most efficient, and alternative approaches will be investigated in future work,
including explicit methods.

4. Energy estimate for cG(1)cG(1). Assuming that there exists an
exact solution û to the Euler equations (2.1), we would have that

K̇ + W = 0, (4.1)

with the total kinetic energy

K ≡
∫

Ω

k dx, k = ρ|u|2/2,

and the total work

W ≡
∫

Ω

w dx, w ≡ ∇p · u,

which is obtained by scalar multiplication of the momentum equation by u
and integration over Ω. But since existence of solutions to the Euler equations
is unknown, this argument is empty. On the other hand, by an argument of
vanishing viscosity, see e.g. [7], we may formally derive the following version
of the 2nd Law of thermodynamics for the Euler equations:

K̇ + W + D = 0, (4.2)

where D ≥ 0 represents irreversible loss of kinetic energy due to turbulence
and shocks, expressing that kinetic energy can be converted into work W or
dissipate by D into internal energy, but only W can be converted back to
kinetic energy.

Let us now derive a local 2nd Law for the cG(1)cG(1) solution ûh, corre-
sponding to (4.2), using the following notation

k̇n ≡ ṁn · un/2, kn ≡ ρn|un|2/2, k̄n ≡ ρ̄n|un|2/2, wn ≡ ∇pn · un.

In the analysis below we assume that ν̂α = ν̂ for all α, for simplicity. We
let wh denote the interpolant of a function w in the finite element space of test
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functions of cG(1)cG(1), and we let φ ∈ C∞
0 (Q) be a positive test function

with local support on a subdomain of Q. We then have that for t ∈ In:

0 = Rm(mh; (unφ)h) + SDm(mh; (unφ)h)
= Rm(mh;unφ) + SDm(mh; unφ)

−(Rm(mh; unφ − (unφ)h) + SDm(mh; unφ − (unφ)h))
= (k̇n + ∇ · (k̄nun) + wn, φ) + Rρ(ρh; |un|2/2φ) + SDm(mh; unφ)

−(Rm(mh; unφ − (unφ)h) + SDm(mh; unφ − (unφ)h))
= (k̇n + ∇ · (k̄nun) + wn, φ) + SDm(mh; unφ) − SDρ(ρh; |un|2/2φ)

−(Rm(mh; unφ − (unφ)h) + SDm(mh; unφ − (unφ)h))
+Rρ(ρh; |un|2/2φ − (|un|2/2φ)h) + SDρ(ρh; |un|2/2φ − (|un|2/2φ)h).

We further have that

SDm(mh; unφ) − SDρ(ρh; |un|2/2φ) = (δρ̄nun · ∇un, un · ∇unφ)
+(ν̂ρ̄n∇un,∇unφ) + (δun · ∇φ, un · ∇k̄n) + (ν̂∇φ,∇k̄n),

so that using the notation

dn ≡ (δρ̄nun · ∇un) · (un · ∇un) + (ν̂ρ̄n∇un) · ∇un,

we have, by integration in time over all time intervals In, that

N∑
n=1

∫
In

(k̇n + ∇ · (k̄nun) + wn + dn, φ) dt = E , (4.3)

with

E ≡
N∑

n=1

∫
In

(−(Rm(mh; unφ − (unφ)h) + SDm(mh; unφ − (unφ)h))

+Rρ(ρh; |un|2/2φ − (|un|2/2φ)h) + SDρ(ρh; |un|2/2φ − (|un|2/2φ)h)
+(δun · ∇φ, un · ∇kn) + (ν̂∇φ,∇kn)) dt. (4.4)

With the suitable stability estimates available for the cG(1)cG(1) dis-
cretization of the equations for mass and momentum conservation, E could
be bounded by a constant, independent of the mesh size h, times the square
root of the largest element diameter of the mesh. For incompressible flow we
have this type of stability estimates, see e.g. [7], but for compressible flow this
result is not available a priori.
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On the other hand, since E is function of ûh it can be evaluated a pos-
teriori. That is, we may formulate the following a posteriori version of a 2nd
Law for cG(1)cG(1):

Theorem 4.1. Assume that there exists a constant C > 0, independent
of the mesh size h, such that |E| ≤ C

√
hmax, with hmax the largest element

diameter of the mesh. We then have for the cG(1)cG(1) solution ûh:

|
N∑

n=1

∫
In

(k̇n + ∇ · (k̄nun) + wn + dn, φ) dt| ≤ C
√

hmax. (4.5)

To bound |E| a priori, we would need stability estimates of the type
‖
√

hRα(ûh)‖ ≤ C, connected to the streamline diffusion stabilization, together
with corresponding stability estimates connected to the shock-capturing terms.
We would then be able to use super approximation [12] and standard interpo-
lation error estimates to derive a bound of the type |E| ≤ C

√
hmax. The main

obstacle seems to be the inability to a priori bound the work term wn, since
under expansion this term may be large. The analysis in [9] indicates that an
additional stabilization coupled to this term may give the result a priori.

cG(1)cG(1) is used within an adaptive mesh refinement algorithm, so we
can monitor the condition of Theorem 4.1 as we refine the mesh. If we find
that this assumption is satisfied, then we would also know that the solution
satisfies a 2nd Law of the form (4.5). In the numerical tests below we observe
that the assumption in satisfied when we refine the mesh.

5. Implementation - Unicorn. The numerical implementation is done
in Unicorn - a unified continuum mechanics solver based on adaptive finite ele-
ment methods, which is part of a free software project FEniCS (www.fenics.org).
In Unicorn adaptivity is implemented in the following way: first a solution
is computed until the given final time, and then the cells of the mesh are
refined based on the error indicator. The procedure is repeated until some
given tolerance is matched.

The code used to generate the results below can be found in the Unicorn
repositories, so that the results may be reproduced by the reader.

5.1. Slip boundary conditions. In fluid dynamics slip boundary con-
ditions are typically used for compressible flows. The slip boundary condition
is

u · n = 0 on Γ × I,

which means that the normal velocity on the boundary is zero. In other
words the pressure is the only nonzero flux on the given boundary Γ × I.
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In our computations, we implement the slip boundary condition strongly.
By “strongly” we here mean an implementation of the boundary condition
after assembling the stiffness matrix and the load vector, whereas a “weak”
implementation involves adding boundary integrals in the variational formu-
lation. The row of the matrix and load vector corresponding to a vertex is
found and replaced by a new row according to the boundary condition.

The idea is as follows: Initially, the test function v is expressed in the
Cartesian standard basis (e1, e2, e3). Now, the test function is mapped locally
to normal-tangent coordinates with the basis (n, τ1, τ2), where n = (n1, n2, n3)
is the normal, and τ1 = (τ11, τ12, τ13), τ2 = (τ21, τ22, τ23) are tangents to
each node on the boundary. This allows us to let the normal direction to be
constrained and the tangent directions be free:

v = (v · n)n + (v · τ1)τ1 + (v · τ2)τ2.

For the matrix and vector this means that the rows corresponding to the
boundary need to be multiplied with n, τ1, τ2, respectively, and then the nor-
mal velocity should be put 0.

In the 2D case there is only one tangential vector so that the new basis is
(n, τ). Here we present the implementation for 3D, but modification to 2D is
straight forward.

We split the boundary vertices of the computational domain into three
types, see Fig. 5.1:

• type S1 - where a vertex is on a surface,
• type S2 - where a vertex is on a edge,
• type S3 - where a vertex is on a corner.

5.1.1. Normals and tangential vectors. The discussion below is for
convex boundaries, but is valid for concave boundaries as well. For the first
type, S1, we follow the algorithm in [11] to find the normal and tangential
vectors. Here the tangential vectors are calculated for a given normal vector
n = (n1, n2, n3), with the normal vector given for each facet of an element.

We define facets to belong to the same surface if the angle, α, between
the facet normals are less in absolute value than αmax > 0. In this paper
we choose αmax = π

6 . In each surface a normal to a vertex is calculated as a
weighted average of all the facet normals which contain the vertex with the
weight being the area of each facet.

We define the vertex to belong to an edge, or type S2, if the vertex belongs
to two surfaces. In this case, we take the normal from the first surface as vector
n; and the normal from the second surface as τ1. The last vector τ2 is then a



G2 FOR COMPRESSIBLE FLOW 11

Fig. 5.1. The possible types of the boundary, S1 (upper), S2 (lower left) and S3 (lower
right).

cross product of n and τ1, τ2 = n×τ1. When α = π
2 normals are perpendicular.

But in general vectors n and τ1 are not necessarily perpendicular, Fig. 5.2.
The third case is a vertex which belongs to more than two surfaces. Again

the angle between normals on the surfaces, α, is checked. If there are more
than two surfaces we say the vertex belongs to a corner, or type S3.

Fig. 5.2. Some different types of edges.

5.1.2. Implementation in Unicorn. The following substitutions are
done to the corresponding rows on the linear system. Let A and b be a matrix
and load vector. Let i be a vertex on the boundary and N be the number of
all vertices on the mesh. We know that in 3D, where the number of unknowns
of the system is 5, then A is a (5N, 5N) sparse matrix. With the numbering
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scheme used in Unicorn, for the given vertex i the system is:



· · · · · · · · · · · · · · · · · · · · ·
· · · ai,N · · · ai,2N · · · ai,3N · · ·
· · · · · · · · · · · · · · · · · · · · ·
· · · ai+N,N · · · ai+N,2N · · · ai+N,3N · · ·
· · · · · · · · · · · · · · · · · · · · ·
· · · ai+2N,N · · · ai+2N,2N · · · ai+2N,3N · · ·
· · · · · · · · · · · · · · · · · · · · ·


·



· · ·
ρu1

· · ·
ρu2

· · ·
ρu3

· · ·


=



· · ·
lN
· · ·
l2N

· · ·
l3N

· · ·


Let us to discuss the implementation of the slip boundary condition for each
part separately.

(a) type S1. After a local coordinate mapping from the Cartesian to the
normal- tangent coordinate system and putting the normal velocity to zero,
the matrix A takes the following form.

· · · · · · · · · · · · · · · · · · · · ·
0 n1 0 n2 0 n3 0
· · · · · · · · · · · · · · · · · · · · ·
· · · a′

i+N,N · · · a′
i+N,2N · · · a′

i+N,3N · · ·
· · · · · · · · · · · · · · · · · · · · ·
· · · a′′

i+2N,N · · · a′′
i+2N,2N · · · a′′

i+2N,3N · · ·
· · · · · · · · · · · · · · · · · · · · ·


·



· · ·
ρu1

· · ·
ρu2

· · ·
ρu3

· · ·


=



· · ·
0
· · ·
l′2N

· · ·
l′′3N

· · ·


where

a′
i+N,j = ai,jτ11 + ai+N,jτ12 + ai+2N,jτ13, j = 1, 2, · · · , 5N,

l′N = lNτ11 + l2Nτ12 + l3Nτ13,

and

a′′
i+N,j = ai,jτ21 + ai+N,jτ22 + ai+2N,jτ23, j = 1, 2, · · · , 5N,

l′′2N = lNτ21 + l2Nτ22 + l3Nτ23.

Note that the mapping is done locally only for the vertex on the boundary,
which means the rest of the rows remain the same.

(b) type S2. In this case, there are two normals by the above construction,
n and τ1. Velocity in these directions is constrained. The velocity in the third
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direction, τ2, is free. The linear system takes the following form:

· · · · · · · · · · · · · · · · · · · · ·
0 n1 0 n2 0 n3 0
· · · · · · · · · · · · · · · · · · · · ·
0 τ11 0 τ12 0 τ13 0
· · · · · · · · · · · · · · · · · · · · ·
· · · a′′

i+2N,N · · · a′′
i+2N,2N · · · a′′

i+2N,3N · · ·
· · · · · · · · · · · · · · · · · · · · ·


·



· · ·
ρu1

· · ·
ρu2

· · ·
ρu3

· · ·


=



· · ·
0
· · ·
0
· · ·
l′′3N

· · ·


(c) type S3. For a corner, the velocity in all directions is constrained.

Therefore, it is the same as applying a no-slip or zero velocity boundary
condition for this vertex. Meaning here that the row is replaced by an identity
vector and the right hand side is set to zero.

To ensure good conditioning of the matrix the rows are finally rearranged
to have the largest matrix elements on the diagonal.

6. Numerical results. We now present numerical results for the cG(1)cG(1)
method of this paper. We first test the method for a standard shock tube
problem to be able to compare our results with the available exact analytical
solution. We then test the method for problems in 2D and 3D.

6.1. Shocktube. We consider the 1D shocktube problem for a domain
Ω being a unit square. The domain is divided into two equal rectangular
subdomains. To the left a gas is at rest at high pressure, and to the right at
low pressure. At time t = 0 the divider is removed and the gas in the two
domains is allowed to move.

We assume an ideal gas with gas constant γ = 1.4, and the initial con-
ditions of û = (ρ, u, p) to the left and right are (1, 0, 2.5) and (0.125, 0, 0.25),
respectively, or (ρ, u, p) = (1, 0, 1) and (ρ, u, p) = (0.125, 0, 0.1).

The solution of the coarse mesh is compared with solutions obtained after
uniform refinement of the mesh. This is a 1D problem for which we can
obtain an exact solution. We compare this solution with cG(1)cG(1) solutions
on 5 different meshes, uniform with 30 × 30, 60 × 60, 120 × 120, 240 × 240
and 480 × 480 vertices, see Fig 6.1. The exact solution for the compressible
Euler equations is plotted together with corresponding approximations using
cG(1)cG(1).

From the results we see that the cG(1)cG(1) approximate solution con-
verges to the exact solution with mesh refinement. In the smooth region the
method gives a high order of accuracy and the shock and contact discontinu-
ities are well resolved by the refined mesh.
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The Fig 6.3 shows the error indicator ‖hR(ûh)‖, where h is a mesh size and
R(ûh) is the normalized strong residual defined in (3.4)-(3.6), as a function
of the number of cells in uniform mesh refinements, decreasing as the mesh is
refined.

6.2. Wind tunnel with a step. Here we consider Mach 3 flow in a
wind tunnel with a step. This is a well known benchmark used for testing
new methods, see e.g. [16]. Here we consider the two dimensional case.

The wind tunnel with length 3 and height 1 contains a step with height
0.2, situated at a distance 0.6 from the inflow. The initial data for the problem
is ρ = 1.4,m = (4.2, 0), e = 8.8. The flow is affected by the numerical error
appearing from the neighborhood of the singular corner, this affect can be seen
in the bottom Mach stem. Woodward and Colella, [16], proposed to apply a
special kind of boundary condition for the points close to the corner, to avoid
the effect from the singularity. Another approach could be to round off the
nonphysical sharp corner and allow the adaptive mesh refinement to follow
the smooth structure of the rounded corner. But, in this paper no special
treatment of this singular corner was made.

In a case of supersonic flow all characteristics of the Euler equations go
to the right, therefore no physical boundary conditions are needed on the
outflow. A slip boundary condition is applied on the channel walls. Usually,
for numerical tests this simulation is done until time t = 4, and a steady
solution and is obtained at time t = 12.

Fig.6.4 shows the results at time t = 4, where adaptive mesh refinement
is used with respect to the error indicator ‖hR(ûh)‖K for each cell K. Fig.6.5
shows the mesh after 19 adaptive refinements of 10% of the cells of mesh at
each iteration, the finest mesh has 33 102 vertices. Mesh refinement is con-
centrated at shocks and contact discontinuities by the error indicator, which
are increasingly resolved by the adaptive algorithm.

6.3. Wind tunnel with a cylinder in 2D and a sphere in 3D. We
consider the wind tunnel of length 3 and height 1 with a cylinder (sphere)
with readius 0.02 centered in the channel at a distance x = 0.3 from the inlet.
The initial conditions are as above, the flow is supersonic with Mach number
3. The inflow boundary condition is chosen to be the same as initial data:
ρ = 1.4,m = (4.2, 0, 0), e = 8.8, and no boundary conditions needed for the
outflow. A slip boundary condition is applied for the rest of the boundaries.

As in the previous example, we use adaptive mesh refinement with respect
to the error indicator ‖hR(ûh)‖K . Fig.6.6 shows that the norm of the error
indicator decays with mesh refinements, and by mesh refinement the shock
gets sharper as expected. Fig.6.7 shows a colormap and Fig.6.8 shows 36
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Fig. 6.1. The density (upper) and pressure (lower) in different meshes.
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Fig. 6.2. The velocity (upper) and Mach number (lower) in different meshes.
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Fig. 6.3. Log10 of the number of cells vs log10 of the L2 norm of error indicator,
‖hR(ûh)‖, for the shock-tube problem. The mesh is refined uniformly 4 times, the finest
mesh has 230 400 vertices and 458 882 cells.

contours of density, Mach number and velocity in the streamwise direction in
2D at time t = 0.4. At this time the shock reaches the channel boundaries and
gets reflected. For longer time this reflected shock develops as in the previous
example. We are here only interested to see how the shock and rearfaction
waves develop for the supersonic flow around the cylinder and sphere, before
the shock reaches the channel boundaries.

Fig.6.10 shows density and Mach number in 3D, for a mesh adaptively
refined 11 times by 5% of the cells with 91529 vertices. The adaptive algorithm
with above error indicator refines the mesh where expected.

7. Conclusion and future direction. We have presented a General
Galerkin method for solving the compressible Euler equations, which is a sta-
bilized finite element method. We showed that the stabilization is simple,
but still the method works well for the class of problems tested. The method
conserves mass, momentum and energy, which is one of the important charac-
teristics of the numerical methods for conservation laws. In this paper we also
showed an energy estimate for the cG(1)cG(1) solution, and we illustrated the
performance of the G2 method for some standard test problem in 2D and 3D.

Overall, we conclude that the G2 method is robust, easy to implement
and works well for solving compressible equations in 2D and 3D.
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Fig. 6.4. The results with a colormap and 30 contours: density (upper) and pressure
(lower). There is no special treatment done at the singularity corner, therefore a boundary
layer appears there and affects the Mach stem in the bottom of the computational domain.
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Fig. 6.5. The mesh after 19 times adaptive refinements by 10% of the cells, the mesh
has 33102 vertices.
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Fig. 6.6. Log10 of the number of cells vs log10 of the L2 norm of error indicator,
‖hR(ûh)‖K , for the 2D supersonic flow around a cylinder. The mesh is refined adaptively
25 times with respect to the error indicator.

We implemented an adaptive algorithm which is based on the residual of
the system and the meshsize. The mesh refinement focuses on capturing the
main characteristics of the compressible flows, such as shocks, contact discon-
tinuities and rarefactions. The goal of the project is to implement a posteriori
error estimation and adaptive methods for turbulent compressible flow using
duality in 3D. The method would then be an extension of the corresponding
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Fig. 6.7. The colormap of the density, Mach number and velocity in x direction for
supersonics flow around a cylinder in 2D at time t = 0.4. The figures are shown at interval
x ∈ [0, 1.7] and from the most finest mesh.



G2 FOR COMPRESSIBLE FLOW 21

0.4 0.6 0.8 1 1.2 1.4 1.6
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0.4 0.6 0.8 1 1.2 1.4 1.6
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0.5 1 1.5

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

Fig. 6.8. The 36 isolines of the density, Mach number for supersonics flow around a
cylinder in 2D at time t = 0.4. The simulation is done until the shock reaches the channel
boundaries and gets a bit reflection.
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Fig. 6.9. The mesh after 15 times (above) and 25 times (below figures) adaptive
refinement by 10% of cells. The number of vertices are 11233 for the above mesh and
55125 for the below. The below figures are zoomed in close to the cylinder.

method for incompressible turbulent flow by Hoffman and Johnson [7].
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Fig. 6.10. The contours of the density (left), Mach number (right) and mesh (lower)
at time t = 0.338. The mesh is refined 11 times adaptive refinements by 5% of cells with
91529 vertices and 505792 cells. The adaptive algorithm focuses on discontinuities and
shocks.
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AN ADAPTIVE FINITE ELEMENT METHOD FOR THE
COMPRESSIBLE EULER EQUATIONS

MURTAZO NAZAROV AND JOHAN HOFFMAN

Abstract. We present an adaptive General Galerkin (G2) method for the compressible
Euler equations, which is a finite element method with continuous piecewise linear approx-
imation in space and time. The method is stabilized by componentwise weighted least
squares stabilization of the convection terms, and residual based shock-capturing terms,
resulting in a symmetric stabilization matrix in the discrete system. The a posteriori error
estimation of a quantity of interest is based on a dual problem for the linearized equations.
The adaptive algorithm is demonstrated numerically for the quantity of interest being the
drag force on a body in the flow.

Key words. A posteriori error estimation, duality, General Galerkin method, stabilized
finite element method, Euler equations, compressible flow

AMS subject classifications. 65M60

1. Introduction. In this paper we develop an adaptive finite element
method for compressible flow, based on a posteriori error estimation of a
quantity of interest, extending earlier work for incompressible flow [12, 17].

In fluid dynamics, the governing equations are the Euler/Navier-Stokes
equations, expressing conservation of conservation of mass, momentum and
energy. These equations fully describe the motion of Newtonian fluids, with
the Euler equations describing the limit of vanishing viscosity in the Navier-
Stokes equations. In the case of incompressible flow, the density is constant.
In general, the solution to these equations varies rapidly in restricted regions,
especially when the flow passes an object, where phenomena such as tur-
bulence, wakes, shock waves, rarefactions and other discontinuities develop.
These phenomena should be well resolved in order to get high accuracy in the
computational simulations. In such cases, uniformly refining the mesh is not
an option, since it would then impossible to resolve these phenomena with the
computer power available today. For this reason, the development of efficient
algorithms and numerical methods for a local adaptation of the mesh is one
of the main subjects of computational science today. In particular, we want
to design adaptive algorithms to construct an optimal mesh given a particular
output of interest.

1.1. A posteriori error analysis. The adaptive algorithms in this pa-
per are based on a posteriori error estimation, where the error is estimated
from the computed solution. In most applications we are interested in ob-

1
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taining an estimate of the error in some quantity of interest or output, rather
than estimating the error itself. This approach minimizes the region which
must be refined to obtain accuracy in the quantity of interest. The quantity
of interest can be fluid forces such as drag and lift, stresses or fluxes. Once
the bound of the error in an output of interest is estimated, it is possible
to improve the approximation in order to reduce the error, which makes the
method efficient and reliable. The idea of using duality analysis for a pos-
teriori error estimation was first studied by Babuška and Miller for elliptic
model problems [1, 2]. A more general framework for a systematic approach
to a posteriori error estimation was later developed by Erikson and Johnson,
Becker and Rannacher, with co-workers, [8, 6, 7, 3, 4].

For systems of conservation laws, a posteriori error analysis was earlier
investigated by Johnson, Szepessy and Hansbo, [24, 25, 22, 23]. Adaptive
discontinuous Galerkin methods for stationary compressible Euler equations
in 2D were treated by Hartmann, Huston and Süli, and Larson and Barth [10,
20, 21, 26]. Burman studied a posteriori error estimation for time-dependent
compressible Euler equations and performed numerical simulations in 2D [5].

In this paper we present a posteriori error estimates for time-dependent
compressible flow in three dimensions, extending previous work on incompress-
ible turbulent flow [19, 12]. We present numerical tests of the corresponding
adaptive algorithm for the quantity of interest being the drag force. For conve-
nience, we derive a posteriori error estimates for the variables density, velocity
and pressure.

1.2. Turbulence modeling using adaptive finite elements. In this
paper we interpret solutions to the Euler equations as viscosity solutions cor-
responding to the limit case of zero viscosity in the Navier-Stokes equations.
A Direct Numerical Simulation (DNS ) resolves all scales of the Euler/Navier-
Stokes equations. In industrial applications such as aerodynamics, the Reynolds
number, Re, of the fluid can be of order 106 and larger, so that full resolution
of the smallest scales need more than 1018 grid points, which makes the com-
putation impossible with the available computer power of today. Therefore,
the traditional approach to get around DNS is to use turbulence modeling. For
that the original equations are replaced by modified equations, which are ob-
tained by averaging or filtering the original equations. In Reynolds Averaged
Navier Stokes (RANS ) the Navier-Stokes equations are replaced by time av-
eraged flow equations, where the filter corresponds to a global average. In
Large Eddy Simulation (LES ) the average is local in space and time. LES
needs a more refined mesh than RANS, but much coarser than DNS. In LES
instantaneous turbulent flow structures can be resolved, for more information
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we refer to the book by Sagaut [28].

An alternative approach was proposed in [12, 18], in the sense of weak
solutions adaptively resolving enough scales in space and time to approximate
a chosen output of interest, as an application of the general methodology
of adaptive stabilized Galerkin finite element methods with duality-based a
posteriori error control. This method for turbulent flow, which we may refer
to as Adaptive DNS/LES, resolves part of the flow by in a DNS and part
of the flow is left unresolved in an LES with the stabilization of the method
acting as a numerical type of turbulence model. This method is illustrated in
a number of numerical papers: [11, 15, 13, 14, 19, 12].

This paper can be seen as an extension of Adaptive DNS/LES to the
compressible Euler equations. We also use a General Galerkin method [16],
and derive duality based a posteriori error estimates that extends to turbulent
compressible flow. We check the method with a number of numerical examples
in 2D and 3D including flow around a cylinder for different Mach numbers,
M . The quantity of interest is here drag force, and the mesh is adaptively
refined until we get convergence within some tolerance. In future work we will
test the method for a set of benchmark problems of turbulent compressible
flow.

1.3. Notation. In the following analysis we use the Einstein summation
convention, the index based notation which is widely used in studies of partial
differential equations, linear algebra and physics. For instance, the elements
of a matrix are defined by A = aij and a vector by b = bj , where i, j =
1, 2, · · · , d, where d is the space dimension. Then, the dot product u · v =∑d

i=1 uivi of vector functions ui and vi is written as uivi, where the summation
is understood by repeating the index i.

2. The Euler equations. The compressible Euler equations expresses
conservation of mass, momentum and total energy for an inviscid fluid enclosed
in a fixed (open) domain Ω in three-dimensional space R3 with boundary Γ
over a time interval [0, t̂ ] with initial time zero and final time t̂.

We seek the density ρ, momentum m = ρu, with u = (u1, u2, u3) the
velocity, and the total energy e as functions of (x, t) ∈ Ω ∪ Γ × [0, t̂ ], where
x = (x1, x2, x3) denotes the coordinates in R3 and ui is the velocity in the
xi-direction. The Euler equations for û ≡ (ρ,m, e) read with Q = Ω × I and
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I = (0, t̂ ]:

ρ̇+ ∇ · (ρu) = 0 in Q,
ṁi + ∇ · (miu) + p,i = fi in Q, i = 1, 2, 3,

ė+ ∇ · (eu+ pu) = 0 in Q,
u · n = 0 on Γ × I,

û(·, 0) = û0 in Ω,

(2.1)

where p = p(x, t) is the pressure of the fluid, p,i = ∂p/∂xi is the partial
derivative with respect to xi, the dot indicates differentiation with respect to
time, n denotes the outward unit normal to Γ and f = (f1, f2, f3) is a given
volume force (like gravity) acting on the fluid, and û0 = û0(x) represents
initial conditions. Further, the total energy is e = k+ θ, where k = ρ|u|2/2 is
the kinetic energy, with |u|2 ≡ u2

1 +u2
2 +u2

3, and θ = ρT is the internal energy
with T the temperature scaled so that cv = 1, where cv is the heat capacity
under constant volume.

The boundary condition u · n = 0 is a slip boundary condition requiring
the normal velocity u ·n to vanish corresponding to an impenetrable boundary
with zero friction.

The number of unknowns including the pressure is six but there are only
five equations in the Euler system (2.1), and so we close the system with the
state equation of a perfect gas;

p = (γ − 1)ρT, (2.2)

expressing the pressure p as a function of density ρ and temperature T , where
γ = cp is the adiabatic index with cp the heat capacity under constant pressure,
and (γ − 1) is the gas constant.

For a perfect gas, the speed of sound c is given by c2 = γ(γ − 1)T , and
the Mach number is defined as M = |u|/c, with u the velocity of the gas.

3. The adjoint operator for the Euler equations. In this section we
derive an adjoint operator for the compressible Euler equations. To simplify
the derivation we rewrite the equations (2.1) in the variables: density, ρ,
velocity, u = (u1, u2, u3), and pressure, p. Then, we linearize the modified
Euler equations, for which we derive an adjoint operator.

3.1. The Euler equations in terms of density, velocity and pres-
sure. By the relation mi = ρui and using the density equation in (2.1), the
conservation of momentum takes the following form

ρ

(
u̇i + uj

∂ui

∂xj

)
+

∂p

∂xi
= fi in Q, i = 1, 2, 3. (3.1)
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Now, we derive an equation for the pressure from the conservation of
energy. For that, we first formulate an equation for the internal energy, θ =
ρT , by inserting e = k + θ into the energy equation, and subtracting the
equation for kinetic energy k = ρ

uiui

2
we get by multiplying the momentum

equation by u,

θ̇ +
∂

∂xj
(ujθ) + p

∂uj

∂xj
= 0. (3.2)

Using the state equation for the perfect gas, p = (γ − 1)ρT , and by the
relation θ = ρT we obtain the pressure equation

ṗ+
∂

∂xj
(ujp) + (γ − 1)p

∂uj

∂xj
= 0. (3.3)

Finally, by collecting the above equations in one system, we obtain a
formulation of the Euler equation in terms of density, velocity and pressure:
find û = (ρ, ui, p) ∈ Q, where Q = Ω × I and I = (0, t̂], such that

ρ̇+
∂

∂xj
(ρuj) = 0 in Q,

ρ

(
u̇i + uj

∂ui

∂xj

)
+

∂p

∂xi
= fi in Q, i = 1, 2, 3,

ṗ+
∂

∂xj
(ujp) + (γ − 1)p

∂uj

∂xj
= 0 in Q,

u · n = 0 on Γ × I,
û(·, 0) = û0 in Ω.

(3.4)

3.2. The linearized Euler equation. To illustrate the basic ideas, let
us consider a nonlinear equation f(x) = b, where f : Rn 7→ Rn, x ∈ Rn. The
residual of the computed solution X ∈ Rn is defined as

R(X) = f(X) − b, (3.5)

or we can write

−R(X) = f(x) − f(X). (3.6)

To get a relation between the error e = x−X and the residual R(X), we
linearize the residual. One way is to use the mean value theorem for integrals
and get the following relation

f(x) − f(X) =
(∫

0

f ′(sx+ (1 − s)X)ds
)

(x−X) (3.7)
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where f ′(x) is a Fréchet derivative or Jacobian in finite dimensions.

Another way is to linearize the system about some state and then work
with a perturbation equation. For this assume

x = X + x̃, (3.8)

where x̃ is some small perturbation and X is an approximate solution which
we get from a numerical method. Note that the perturbation in this case is
equal to the error, e = x−X, between the approximate and exact solutions.

By inserting the last relation in the nonlinear equation, by Taylor expan-
sion about X we get

f(X + x̃) = b, ⇒
f(X) + f ′(X)x̃+ O(x̃2) = b, ⇒

f ′(X)x̃+ O(x̃2) = −(f(X) − b), ⇒
f ′(X)x̃+ O(x̃2) = −R(X),

(3.9)

where f ′(X) is a Jacobian matrix. If we drop higher order terms in x̃, the last
equality is linear in the perturbation variable x̃ for which we can easily find
an adjoint problem. In the analysis below we linearize the Euler equations
(3.4), in this way.

Linearization of the Euler equations. Now, consider a linearization of the
Euler equations, (3.4). For simplicity we assume there are no source terms in
the equations. Let

ρ(x, t) = ρh + ρ̃(x, t),
p(x, t) = ph + p̃(x, t),
u(x, t) = uh + ũ(x, t),

(3.10)

where ¯̂u = (ρh, ph, uh) is the background state, or the approximate solutions,
we linearize about and ˜̂u = (ρ̃, p̃, ũ) is the perturbation, or error. The idea
is to derive equations for the perturbation in terms of the state. We insert
(3.10) into (3.4), where we denote higher order terms in˜̂u by h.o.t., to get the
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following equations for the perturbation variables:

˙̃ρ+
∂

∂xj
(ρhũj + ρ̃uhj ) = −Rρ(ûh) + h.o.t. in Q,

ρh

(
˙̃ui + uhj

∂ũi

∂xj
+ ũj

∂uhi

∂xj

)
+

ρ̃

(
u̇hi + uhj

∂uhi

∂xj

)
+

∂p̃

∂xi
= −Rui(ûh) + h.o.t. in Q, i = 1, 2, 3,

˙̃p+
∂

∂xj
(uhj p̃+ ũjph)+

(γ − 1)
(
ph
∂ũj

∂xj
+ p̃

∂uhj

∂xj

)
= −Rp(ûh) + h.o.t. in Q,

ũ · n = 0 on Γ × I,
ˆ̃u(·, 0) = ˆ̃u0 in Ω,

(3.11)
where R(ûh) = (Rρ(ûh), Rui(ûh), Rp(ûh) are residuals of the Euler equations
(3.4). The last system (3.11), when dropping higher order terms, is the lin-
earized Euler equations (LEEs), which models the evolution of small distur-
bances such as numerical errors. In the analyzes below we drop the tilde on
˜̂u = (ρ̃, p̃, ũ) and use û(x, t) = (ρ(x, t), p(x, t), u(x, t)) to denote the density,
pressure and velocity in the LEEs.

Remark 3.1. Acoustic phenomena of compressible flow such as sound
generation and propagation represent difficult problems in numerics. The
acoustic fluctuations are very small compared to the background flow fields.
Therefore their effect on the flow field is usually negligible. The LEEs are
widely used in Computational Aeroacoustic.

3.3. Relation of the dual problem to error estimation. From the
definition of an adjoint operator we know that it is a linear transformation
defined in a Hilbert space, H.

Definition 3.2. An operator A is said to be adjoint to the bounded linear
operator A if

(A(u), v) = (u,A∗(v)), ∀u, v ∈ H.

Lemma 3.3. There exists an unique adjoint operator.
Proof. Indeed, assume there are two adjoint operators A∗ and Â for a

linear operator A. Then, for ∀u, v ∈ H we can write

(A(u), v) = (u,A∗(v))
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and

(A(u), v) = (u, Â(v)).

By subtracting these two relations and by the linearity of the operators we
have

0 = (u, (A∗(v) − Â(v)),⇒ 0 = (u, (A∗ − Â)(v)),⇒
(A∗ − Â)(v) = 0, ∀v ∈ H.

Here we get a zero operator acting to v, which proves the above statement
about the uniqueness of the adjoint operator for linear problems.

For non-linear problems we can define an adjoint operator for the corre-
sponding linearized problem.

As in the previous sections we are interested in the relation between the
residual R(X) and the error e = x − X for the nonlinear primal problem
A(x) = f(x) = b. Below we use this relation to estimate the error in the
problem. We denote the linearization of this problem by A(e) = f ′(X)e .
Then

A(e) = f(x) − f(X) + O(x̃2), (3.12)

and the relation between the error and residual can be written as

A(e) = −R(X) + O(x̃2). (3.13)

Recall the definition of the adjoint operator, we define an adjoint A∗ to
the linear operator A as follows:

(A(e), φ) = (e,A∗(φ)), ∀e, φ ∈ H. (3.14)

The function φ in the last equality is also called Generalized Green’s func-
tion. Using the adjoint operator A∗ in (3.14), we define the following dual
problem for the variable φ: find φ ∈ H such that

A∗(φ) = ψ, (3.15)

where ψ ∈ H defines a quantity of interest M(û) of the problem by M(û) =
(û, ψ). The notation (., .) denotes an inner product in the Hilbert space H.
The quantity M(û) can define an error at some point, the error in average
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over some subset, or some norm of the error. In the computations in this
paper, we consider the drag force of the compressible flow around some object
as the quantity of interest.

Lemma 3.4. The error representation for the quantity of interest, M(e),
has the following relation to the primal residual, R(X), and dual solution, φ:

M(e) = (−R(X) + O(e2), φ). (3.16)

Proof. Using the definition of the adjoint operator, (3.14), and the dual
problem for the quantity of interest φ, (3.15), we can have the following error
representation for the quantity of interest M(e):

M(e) = (e, ψ) = (e,A∗(φ)) = (A(e), φ) =

(−R(X) + O(e2), φ).
(3.17)

In equation (3.16) the residual of the primal problem, R(X) is given from
the approximate solution X, and the solution to the linearized dual problem
φ we can approximate by computational solution of the dual problem.

3.4. Dual problem for LLEs. From the definition of the adjoint oper-
ator one see that the adjoint for the linearized Euler equations is obtained by
integration by parts. A straight forward way of calculating adjoint operators
is to take the inner product of the linear operator acting to the error, A(e),
with the dual solution φ and integrate by parts. For this purpose we start by
introducing the following variables:

eρ = ρ− ρh,

eui = ui − uhi ,

ep = p− ph,

(3.18)

where we assume (ρ, ui, p) to be functions in L2(I;H1(Ω)× [H1(Ω)]3×H1(Ω))
with also time derivatives in L2(I;H1(Ω)× [H1(Ω)]3 ×H1(Ω)) and ρh, uhi , ph

are finite element approximations in the same spaces, where we use standard
notation from functional analysis, see e.g. [9]. Then, the relation between
(3.18) take the following form:
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ėρ +
∂

∂xj
(ρeuj + eρuj) = −Rρ(ûh) + h.o.t.,

ρ

(
ėui

+ uj
∂eui

∂xj
+ euj

∂ui

∂xj

)
+ eρ

(
u̇i + uj

∂ui

∂xj

)
+
∂ep

∂xi
= −Rui

(ûh) + h.o.t.,

ėp +
∂

∂xj
(ujep + euj

p) + (γ − 1)
(
p
∂euj

∂xj
+ ep

∂uj

∂xj

)
= −Rp(ûh) + h.o.t.,

(3.19)
where (ρ, ui, p) is a given state, ê = (eρ, eui , ep) and i = 1, 2, 3. By dropping
the h.o.t. we get the linearized Euler equations (LLEs).

Theorem 3.5. Let φ̂ = (φρ, φui , φp) ∈ L2(I;H1(Ω)× [H1(Ω)]3 ×H1(Ω))

in Q = Ω× I be a dual density, velocity and pressure. Let ˙̂
φ = (φρ, φui , φp) ∈

L2(I;L2(Ω) × [L2(Ω)]3 × L2(Ω)) and n = (n1, n2, n3) be the outward unit
surface normal to the boundary Γ. Assume the normal component of the dual
velocity vanishes on the boundary Γ: φu · n = 0, and φ̂(·, T ) = 0 in Ω. We
also assume that the initial data for the approximate solution is the same as
the for exact solution, e(·, 0) = û(·, 0) − ûh(·, 0) = 0. Then, the dual problem
for the linearized Euler equation is

−φ̇ρ − uj
∂φρ

∂xj
+
(
u̇i + uj

∂ui

∂xj

)
φui = ψρ, in Q,

− ˙(φuiρ) −
∂

∂xj
(ρujφui) + ρφuj

∂uj

∂xi
− p

∂φp

∂xi

−(γ − 1)
∂

∂xi
(pφp) − ρ

∂φρ

∂xi
= ψui , in Q, i = 1, 2, 3,

−φ̇p − uj
∂φp

∂xj
+ (γ − 1)φp

∂uj

∂xj
− ∂φui

∂xi
= ψp in Q,

φu · n = 0 on Γ × I,

φ̂(·, T ) = 0 in Ω,
(3.20)

where d is the space dimension, ψ = (ψρ, ψui , ψp) ∈ L2(I;L2(Ω)× [L2(Ω)]3 ×
L2(Ω)) is data that defines a quantity of interest and T is the final computa-
tional time for the primal equation.

Proof. In a standard way we multiply the dual solution, φ̂ = (φρ, φui , φp),
to the error equation equation, (3.19), and integrate every term by parts, to
obtain the following relations, note that the boundary terms in time vanishes
because of the assumptions of the theorem. We here let (v, w) =

∫ T

0

∫
Ω
v ·

wdxdt, denote the L2(Q)-inner product:
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The error equation for the density:

I =
(
ėρ +

∂

∂xj
(ρeuj + eρuj), φρ

)
=

− (eρ, φ̇ρ) −
(
euj , ρ

∂

∂xj
φρ

)
+
∫ T

0

∫
Γ

ρeujnjφρdSdt

−
(
eρ, uj

∂

∂xj
φρ

)
+
∫ T

0

∫
Γ

eρujnjφρdSdt.

(3.21)

Here, the boundary terms vanish, since the normal primal velocity is zero
from the boundary condition in (2.1).

The error equation for the velocity:

II =
[
ρ

(
˙eui + uj

∂eui

∂xj
+ euj

∂ui

∂xj

)
+ eρ

(
u̇i + uj

∂ui

∂xj

)
+
∂ep

∂xi
, φui

]
=

− (eui ,
˙(φuiρ)) −

(
eui ,

∂

∂xj
(ρujφui)

)
+
∫ T

0

∫
Γ

euinjρujφuidSdt

+
(
euj , ρφui

∂ui

∂xj

)
+
(
eρ,

(
u̇i + uj

∂ui

∂xj

)
φui

)
−
(
ep,

∂φui

∂xi

)
+
∫ T

0

∫
Γ

φuiniepdSdt.

(3.22)

Here, the first boundary integral vanishes, because of the boundary con-
dition in (2.1). The second boundary integral vanishes by the theorem as-
sumption, φuini = 0.

The error equation for the pressure:

III =
[
ėp +

∂

∂xj
(ujep + eujp) + (γ − 1)

(
p
∂euj

∂xj
+ ep

∂uj

∂xj

)
, φp

]
=

− (ep, φ̇p) −
(
ep, uj

∂φp

∂xj

)
+
∫ T

0

∫
Γ

ujepnjφpdSdt

−
(
euj , p

∂φp

∂xj

)
+
∫ T

0

∫
Γ

eujpnjφpdSdt−

− (γ − 1)
(
euj ,

∂

∂xj
(pφp)

)
+ (γ − 1)

∫ T

0

∫
Γ

eujnjpφpdSdt

+ (γ − 1)
(
ep, φp

∂uj

∂xj

)
.

(3.23)
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The boundary integral in the last equation, since ujnj = 0, uhjnj = 0,
⇒ (uj − uhj )nj = eujnj = 0.

Then, by collecting terms for each error variable, eρ, eui , ep, we get the
above linearized dual problem, (3.20),

I + II + III = (eρ, A
∗
φρ

(φ̂)) + (eui , A
∗
φui

(φ̂)) + (ep, A
∗
φp

(φ̂)), (3.24)

for the compressible Euler equation, whereA∗(φ̂) =
(
A∗

φρ
(φ̂), A∗

φui
(φ̂), A∗

φp
(φ̂)
)

is the adjoint operator for the linearized Euler equations, (3.11).
In the equation (3.22), we used the swapping property of the Einstein

index notation, e.g.: (
euj , φui

∂ui

∂xj

)
≡
(
eui , φuj

∂uj

∂xi

)
. (3.25)

By lemma 3.3 we know that this dual operator is unique for the LLEs.

Remark 3.6. In the analysis above, we get the linearized dual prob-
lem from the continuous problem, (3.4). An alternative way, which is often
used for error analysis, is to derive a dual problem from the discrete problem.
Meaning that, the equations are first discretized by some numerical method,
then the corresponding dual problem is found.

4. A General Galerkin (G2) finite element method. In time, the
trial functions are continuous piecewise linear and the test functions are piece-
wise constant, and in space both test functions and trial functions are con-
tinuous piecewise linear. This choice of the finite element functions is called
a continuous Galerkin cG(1)cG(1) method and we refer to it as a General
Galerkin or G2 method.

Let 0 = t0 < t1 < ... < tN = t̂, be a sequence of discrete time steps
with associated time intervals In = (tn−1, tn] of length ∆tn = tn − tn−1 and
space-time slabs Sn = Ω × In, and let Wh ⊂ H1(Ω) be a finite element space
consisting of continuous piecewise linear functions on a fixed mesh Th = {K}
of mesh size h(x) < 1, with elements K. Further, let Wh,0 be the space of
vector functions in W 3

h satisfying the slip boundary condition, that is Wh,0 =
{w ∈W 3

h : w · n = 0 on Γ}.
We solve the primal problem for density, momentum and energy, while

we solve the dual problem for the dual variables: density, velocity and pres-
sure. The following subsections show the finite element discretization of the
equations (2.1) and (3.20) using G2.
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4.1. G2 for the primal compressible Euler equations. We now seek
functions ûh = (ρh,mh, eh), continuous piecewise linear in space and time.
The cG(1)cG(1) method for the compressible Euler equations, here without
source terms for simplicity, reads: For n = 1, ..., N , find ûn

h = (ρn,mn, en) ≡
(ρh(tn),mh(tn), eh(tn)) with ûn

h ∈ Vh ≡Wh ×Wh,0 ×Wh, such that

(ρ̇n, v
ρ
n) − (unρ̄n,∇vρ

n) + SDρ(ρh; vρ
n) = 0, (4.1)

(ṁnj , v
m
nj

) − (unm̄nj ,∇vm
nj

) − (pn,∇ · vm
nj

) + SDmj (mh; vm
nj

) = 0, j = 1, 2, 3(4.2)
(ėn, v

e
n) − (unēn,∇ve

n) + (∇ · (unpn), ve
n) + SDe(eh; ve

n) = 0, (4.3)

for all test functions v̂n = (vρ
n, v

m
nj
, ve

n) ∈ Vh, where

(v, w) =
∑

K∈Th

∫
K

v · w dx,

and

ρ̇n =
ρn − ρn−1

∆tn
, ṁn =

mn −mn−1

∆tn
, ėn =

en − en−1

∆tn
,

ρ̄n =
1
2
(ρn + ρn−1), m̄n =

1
2
(mn +mn−1), ēn =

1
2
(en + en−1),

where we define un, pn and Tn to be finite element functions in Wh,0, Wh and
Wh respectively, which are defined by their nodal values given by

un(Ni) = m̄n(Ni)/ρ̄n(Ni),
pn(Ni) = (γ − 1)ρ̄n(Ni)Tn(Ni),
Tn(Ni) = ēn(Ni)/ρ̄n(Ni) − |un(Ni)|2/2

for all nodes Ni in the mesh Th,
We define a componentwise stabilization in the form of a weighted least

squares stabilization of the convection terms together with residual based
shock-capturing,

SDρ(ρh; vρ
n) = (δun · ∇ρ̄n, un · ∇vρ

n) + (ν̂ρ∇ρ̄n,∇vρ
n), (4.4)

SDmj (mh; vm
nj

) = (δun · ∇m̄nj , un · ∇vm
nj

) + (ν̂m∇m̄nj ,∇vm
nj

), j = 1, 2, 3(4.5)
SDe(eh; ve

n) = (δun · ∇ēn, un · ∇ve
n) + (ν̂e∇ēn,∇ve

n), (4.6)

where δ = Cδ(∆t−2
n + |un|2h−2)−1/2 and ν̂α = max

(
Cα

|Rα(û)|
|αh|

h2, Chh
3/2

)
,

(α = ρ,m, e and αh = ρh,mh + ε, eh) , with constants Cδ, Cα and Ch ∼ U√
L

,
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where U and L are characteristic velocity and length scales, and we define the
strong residuals by

Rρ(ûh) = ρ̇n + ∇ · (ρ̄nun), (4.7)
Rmj (ûh) = (ṁn)j + ∇ · ((m̄n)jun) + ∇pn, j = 1, 2, 3, (4.8)
Re(ûh) = ėn + ∇ · (ēnun + pnun), (4.9)

for t ∈ In, and with ε > 0 a small safety factor.

Then, the cG(1)cG(1) method (4.1) - (4.3) can be written in the following
form:

(Rρ(ûh), vρ
n) + SDρ(ρh; vρ

n) = 0, (4.10)
(Rmj (ûh), vm

n ) + SDmj (mh; vm
n ) = 0, j = 1, 2, 3, (4.11)

(Re(ûh), ve
n) + SDe(eh; ve

n) = 0. (4.12)

The common approach of stabilizing finite element methods is using the
complete system, see [29], where the full residual is used for convective and
shock-capturing stabilization. Here, we use only a least squares stabilization of
the convection term and the shock capturing term is based on the individual
residuals of each equations. With this choice, the method conserves mass,
momentum and energy, since the stabilization only contains derivatives of the
test functions. Moreover, it results in a symmetric stabilization matrix in the
discrete system, [16].

We solve the discretized equations by a fixed-point iteration with velocity
given from the previous iteration. The iteration starts with u0, and each itera-
tion calculates um+1 for a given um. The resulting linear system is solved with
GMRES. With this method the time step ∆tn is given by a CFL-condition,
with typically ∆tn ∼ minEj∈Th

(h/|un|)Ej
, for all elements Ej in the mesh Th.

4.2. G2 for the linearized dual Euler equations. Similar to the pri-
mal problem, we seek functions φ̂n

h = (φρn , φuni
, φpn) = (φρ(tn), φui(tn), φp(tn)),

continuous piecewise linear in space and time, and as above n = 1, · · · , N and
i = 1, 2, 3. Then, cG(1)cG(1) for the linearized dual Euler equations become:
find φ̂n

h ∈ Vh ≡Wh ×Wh,0 ×Wh, such that
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−(φ̇ρn , v
ρ
n) −

(
un

j

∂φ̄ρn

∂xj
, vρ

n

)
+
((

u̇n
j + un

j

∂un
i

∂xj

)
φ̄uni

, vρ
n

)
+νh
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for all test functions v̂n = (vρ
n, v

u
ni
, vp

n) ∈ Vh, where ψ̂n = (ψρ
n, ψ

u
ni
, ψp

n) ∈ Vh

defines a quantity of interest and νh is artificial viscosity. In our computations
we use artificial viscosity νh = h. As above

(v, w) =
∑

K∈Th

∫
K

v · w dx,

dot “̇“ denotes the time derivative in In, and ”̄“ denotes the mean value.
The function ûn = (ρn, un, pn) ∈ Vh is the computed primal solution

at time tn, where the corresponding time derivatives are defined as u̇n ≡
(un − un−1)/∆tn.

4.3. Slip boundary conditions. In fluid dynamics slip boundary con-
ditions are typically used for inviscid compressible flow, corresponds to the
normal velocity on the boundary being zero.

In our computations, we implement the slip boundary condition strongly.
By “strongly” we here mean an implementation of the boundary condition
after assembling the stiffness matrix and the load vector, whereas a “weak”
implementation involves adding boundary integrals to the variational formula-
tion. The row of the matrix and load vector corresponds to a boundary vertex
is found and replaced by a new row according to the boundary condition.
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The idea is as follows: Initially, the test function v is expressed in the
Cartesian standard basis (e1, e2, e3). Now, the test function is mapped locally
to normal-tangent coordinates with the basis (n, τ1, τ2), where n = (n1, n2, n3)
is the normal, and τ1 = (τ11, τ12, τ13), τ2 = (τ21, τ22, τ23) are tangents for
each node on the boundary. This allows us to let the normal direction be
constrained and the tangent directions to be free:

v = (v · n)n+ (v · τ1)τ1 + (v · τ2)τ2.

For the matrix and vector this means that the rows corresponding to the
boundary need to be multiplied with n, τ1, τ2, respectively, and then the nor-
mal velocity should be put 0. For detailed information, we refer to [16].

5. An a posteriori error estimate. We introduce the following nota-
tion which we use for the a posteriori error analysis:

(u,w)K =
∫

K

v · wdx, (u,w)∂K =
∫

∂K

v · wds,

‖v‖K = ‖v‖L2(K) = (v, v)1/2
K ,

|v|K = (‖v1‖K , ‖v2‖K , ‖v3‖K),

I =
N∪

n=1

In, Th =
∪

K∈Th

K.

(5.1)

Assume ûh = (ρn, uni , pn) ∈ Vh ≡ Wh ×Wh0 ×Wh for i = 1, 2, 3 be an
approximate solution of the equation (3.4). Then, the strong residuals for the
compressible Euler equations, R(ûh) = (Rρ(ûh), Rui(ûh), Rp(ûh)) in terms of
density, velocity and pressure takes the following form

Rρ(ûh) = ρ̇n +
∂

∂xj
(ρnunj ), (5.2)

Rui(ûh) = ρn

(
u̇ni + unj

∂uni

∂xj

)
+
∂pn

∂xi
, (5.3)

Rp(ûh) = ṗn +
∂

∂xj
(unjpn) + (γ − 1)p

∂unj

∂xj
, (5.4)

where i = 1, 2, 3, and we define time derivatives of velocity and pressure as in
section 4.2 .

Then, the following theorem expresses an error representation for the
compressible Euler equations.



ADAPTIVE METHODS FOR COMPRESSIBLE FLOW 17

Theorem 5.1. Assume φ̂ = (φρ, φui , φp) ∈ C(I;H1(Ω) × [H1(Ω)]3 ×
H1(Ω)) is an exact solution of the linearized dual problem (3.20) with ˙̂

φ ∈
L2(I;L2(Ω×L2(Ω)3×L2(Ω)). Let ψ = (ψρ, ψui , ψp) ∈ L2(I;L2(Ω)×[L2(Ω)]3×
L2(Ω)) define a quantity of interest M(û) = (û, ψ̂) and πhφ̂ = (πhφρ, πhφui , πhφp) ∈
Vh, i = 1, 2, 3 denote an interpolator defined in the above finite element
space. Then, for the exact solution, û and the approximate (G2) solution, ûh,
the following error representation formula for the compressible Euler equa-
tions, (3.4), holds

M(û) −M(ûh) =
∫

In

∑
K∈Tn

(
−R(ûh) + h.o.t., φ̂− πhφ̂

)
K

dt

−
∫

In

∑
K∈Tn

SD(ûh;πhφ̂)dt,
(5.5)

where SD(ûh;w) = (SDρ(ρh;w), SDui(uh;w), SDp(ph;w)) ,∀w ∈ Vh, i =
1, 2, 3.

Proof. Using (3.18) and (3.20), we get

M(û) −M(ûh) = (e, ψ̂) = (eρ, ψρ) + (eui , ψui) + (ep, ψp)

= (eρ, A
∗
φρ

(φ̂)) + (eui , A
∗
φui

(φ̂)) + (ep, A
∗
φp

(φ̂)),
(5.6)

which is nothing other than the relation (3.24) we got earlier in Theorem 3.5,
and by repeating the same steps backwards (integration by parts) we get that

M(e) = M(û) −M(ûh) = (Aρ(eρ), φρ) + (Aui(eui), φui) + (Ap(ep), φp).
(5.7)

Note that, A = (Aρ, Aui , Ap) is the corresponding primal operator to A∗ from
the above section 3.4. To prove the theorem we now use the relation between
the residual and the error (3.19), and by subtracting (4.10) - (4.12) using πhφ̂
as test function, we get an extra term from stabilization. The boundary terms
from integration vanish because of the choice of boundary conditions in the
primal and dual Euler equations. Splitting the space integration in, Ω, over
all cells, K, in the triangulation, Th we prove the theorem.

Now we introduce the main theorem of the paper, an a posteriori error
estimate of the compressible Euler equation for the G2 method.

Theorem 5.2. (An a posteriori error estimate for G2). Let û = (ρ, ui, p) ∈
L2(I;H1(Ω)×[H1(Ω)]3×H1(Ω)) be the exact solution of (3.4); ûh = (ρh, uhi , ph)
defined in the G2 method (4.1) - (4.3), and Dφ̂ denotes first order derivatives
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of φ̂. φ̂ = (φρ, φui , φp) ∈ C(I;L2(Ω×L2(Ω)3 ×L2(Ω)) be the exact solution of

the dual problem (3.20), with ˙̂
φ ∈ L2(I;L2(Ω×L2(Ω)3 ×L2(Ω)), and tm ∈ In

be some point in the time interval In, then

|M(û) −M(ûh)| ≤
N∑

n=1

kmax
In

[
Cn

∑
K∈Tn

h| Dφ̂|K · |R(ûh) + h.o.t.|K +
∑

K∈Tn

|SD(ûh;πhφ̂)

]
t=tm

,

(5.8)

where SD(ûh;w) = (SDρ(ρh;w), SDui(uh;w), SDp(ph;w)),∀w ∈ Vh is the
stabilization term defined in the G2 method defined as above, (4.4 - 4.6).

Here C(I;X) denotes the space of all continuous functions v : I → X,
with supt∈I‖v(t)‖X <∞, where X denotes a Banach space with norm ‖ · ‖X .

Proof. We start from the result of Theorem 5.1.
Using a standard interpolation error estimate of the form ‖h−1

K (φ̂−πφ̂)‖K ≤
Cn‖Dφ‖K , we get:

|M(û) −M(ûh)|In =

|
∫

In

∑
K∈Tn

(−R(ûh) + h.o.t., φ̂− πhφ̂)dt−
∫

In

∑
K∈Tn

SD(ûh;πhφ̂)dt|

{triangle inequality:}

≤ |
∫

In

∑
K∈Tn

(−R(ûh) + h.o.t., φ̂− πhφ̂)dt| + |
∫

In

∑
K∈Tn

SD(ûh; φ̂h)dt|

≤
∫

In

∑
K∈Tn

|(−R(ûh) + h.o.t., φ̂− πhφ̂)|dt+
∫

In

∑
K∈Tn

|SD(ûh;πhφ̂)|dt

{CauchySchwartz inequality:}

≤
∫

In

∑
K∈Tn

(∫
K

|R(ûh) + h.o.t.|2Kdx
)1/2

K

·
(∫

K

| φ̂− πhφ̂|2Kdx
)1/2

K

dt

+
∫

In

∑
K∈Tn

|SD(ûh;πhφ̂)|dt

≤
∫

In

∑
K∈Tn

Cnh|R(ûh) + h.o.t.|K · |Dφ̂|K +
∫

In

∑
K∈Tn

|SD(ûh;πhφ̂)|dt

(5.9)

By numerical integration, the integral of any continuous function f(t)
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can be estimated as
∫

In
f(t)dt ≤ kmaxIn f(tm), where tm is some point in

the interval In. Using this property we have that

|M(û) −M(ûh)|

≤
N∑

n=1

kmax
In

[
Cn

∑
K∈Tn

h| Dφ̂|K · |R(ûh) + h.o.t.|K +
∑

K∈Tn

|SD(ûh;πhφ̂)|

]
t=tm︸ ︷︷ ︸∑

n

ηn

.

(5.10)

Remark 5.3. In our numerical implementation we approximate φ̂ with
a piecewise continuous function in space and time.

The result of the theorem can be further estimated as:

|M(û) −M(ûh)| ≤ Sε, (5.11)

where S is a stability factor that measures a certain norm of the computed
approximation of the dual equation and ε measures the size of the residual,
R(ûh), in a weak sense. The stability factor shows output sensitivity of the
quantity of interest for the problem. Depending this sensitivity the stability
factor has different values. To show the computability of the quantity of
interest within given tolerance, TOL, one need to show that Sε ≤ TOL. If
the stability factor has a certain size, then one can make the G2 weak residual
smaller in order to obtain bound within TOL. Therefore, if S is too large, it
may not possible to make ε enough small.

In the numerical examples below, we study the stability factor for different
time intervals.

5.1. An adaptive algorithm. In our simulation the mesh, Th, remains
the same until the final time. Then, we solve the discretized dual equa-
tion with initial data at the final time and going backward. The mesh is
adaptively refined in space according to the a posteriori error estimate (5.8).
The timestep is calculated from the smallest cell diameter, with typically
∆tn ∼ minEj∈Th

(h/|un|)Ej , for all elements Ej in the mesh Th and the veloc-
ity un.

Then, the adaptive algorithm is written as the following:
Algorithm 5.4. Given some tolerance TOL and initial coarse mesh T 0

h .
Starting with time k = 0 do the following adaptive loop:
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1. Compute the primal solution of the compressible Euler equations, ûh ∈
Vh, on the current mesh T k

h ;
2. Compute the dual solution, φ̂h ∈ Vh, on the same mesh;
3. Compute the error indicator defined as (5.8), if |M(û) −M(ûh)| <

TOL, then STOP;
4. Refine elements in T k

h with the largest error indicator and get mesh
T k+1

h .
5. Set k = k + 1 and go to 1.
As it is mentioned above, in this paper the adaptive algorithm based on

the approximation of drag. In the computations below, the output of interest
is the drag force. Below we describe how the normalized drag coefficient is
computed.

5.2. Computation of drag. The drag coefficient is computed as fol-
lows:

Cpd =
Fpd

1/2ρ|u|2A
, (5.12)

where Fpd is a drag force, ρ is the free stream density and u is the free stream
velocity of the fluid, and A is the reference area. Usually, the reference area,
A, is a projected area perpendicular to the direction of the fluid.

Since we are dealing with an inviscid compressible flow the drag force is
computed only from the pressure, shear stress due to friction is not included.
Therefore, the drag in this problem is pressure drag or wave drag and Cpd

is the wave drag coefficient. Note, that if we normalize density ρ, with the
gas constant γ, and velocity u, with speed of sound c = 1, then the drag
coefficient, Cpd can be computed as follows

Cpd =
Fpd

1/2γM2
∞A

, (5.13)

where M∞ is the free-stream Mach number.
The drag force, Fpd, is computed from the surface integral of pressure and

unit normal vector, ni, directed toward the inside of the body:

Fpd =
∫

Γbody

Pnids. (5.14)

6. Numerical Examples. Here we present numerical examples of com-
pressible flow around an object in 2D and 3D with different Mach numbers.
The computations are done according to above adaptive algorithm 5.4. First
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we solve the primal equations, then with respect to a quantity of interest
we solve the dual problem backward in time. Then we refine the mesh by
the algorithm, and the simulations are repeated until the convergence. The
quantity of interest in the below examples is a drag force acting on an object.

In the simulations we use dimensionless variables: Let L be a length, then
the density ρ∗, sound speed c∗ and the temperature T ∗ are normalized by their
free stream values, ρ∗∞, c

∗
∞, T

∗
∞. The time t is normalized by L/c∗∞, pressure

by p = p∗

ρ∗
∞c2

∞
and velocity by u = u∗

c∞
.

We use the following boundary conditions for the primal equations: at the
inlet all variables of the solution are given, at the outlet boundary conditions
based on characteristics are used, and a slip boundary condition is applied in
the rest of the computational domain. For the supersonic case where M >
1, the characteristics of the Euler equation goes outward at the outlet, a
homogeneous Neumann or “do nothing” boundary condition is applied at
the outlet. The homogeneous Dirichlet boundary condition is used for the
dual equations for the density and pressure, and for the dual velocity we use
φui(·, xi) = (−1, 0, 0) ∀xi ∈ Γbody otherwise φui(·, xi) = 0.

6.1. 2D flow around a cylinder. We consider a compressible super-
sonic flow with M = 1.4 around a cylinder, with diameter d = 0.0254. Here
we compute the stability factor, S = |Dφ̂|, for different end times, t, see Fig-
ure 6.1. We here would like to investigate the computational cost associated
with the length of the interval over which we compute the mean drag. Indeed,
Figure 6.1 shows that the larger space-time average are less computationally
demanding than for shorter time averages.

Then we run the simulation until t = 0.5 to observe the behavior of the
adaptive algorithm. Note, that this is not a stationary solution to the problem
at this time, but the reference drag force which we compute with a very
fine mesh, which is constructed by uniform refinements, behaves as constant
from this time. We plot the solution which is obtained after eleven adaptive
refinements. Figure 6.2 shows the solution of the dual problem at time t = 0.35
together with the sonic contour M = 1 at time t = 0.5. The shock waves
develop along the sonic contour. One see that the dual solution indicates the
upstream region, close to the supersonic region, and the downstream region
where the wake will develop, to be important for the drag value. However,
the residual of the primal equations is not large close to the inlet, it is usually
large along the shock waves and wake. According the adaptive algorithm 5.4
the error indicator is computed in each cell K of the triangulation Th.

Figure 6.3 shows the drag coefficient Cdp from the last adaptive itera-
tion together with a reference Cref

dp , which is obtained from a fine mesh with
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Fig. 6.1. The stability factor, S = |Dφ̂| is plotted versus different final times from the
flow around a cylinder in 2D.

115718 vertices and 230852 cells. We can see that already after sevens adap-
tive iterations the drag oscillates about the reference drag. Figure 6.4 shows
log10 of

∑
n

ηn versus log10 of number of cells.

We summarize the output from the adaptive algorithm in the Table 6.1.
From the ratio of the reference and adaptive drag coefficients, Cdp/C̄

ref
dp one

see the convergence already after eights adaptive iterations.

6.2. 2D flow around a wedge. In this example we simulate supersonic
M = 3 flow around a wedge using the G2 method. For this, consider a 30o

angle wedge at zero angle of attack in M = 3 flow Figure 6.5. Similar to the
above example the problem setup is according to the adaptive algorithm 5.4.
One main feature of this simulation is that, the oblique shock in compressible
flow is attached to the wedge, however for the cylinder there is a detached
bow shock, see Figure 6.2. Also, in the downstream of the wedge, the shock-
expansion waves develops by the sharp edges.

The boundary conditions are chosen the same as above mentioned. There
is not done any treatment at the corners of the wedge, resulting a strong effect
to the flow close to the body and downstream. This effect gets negligible when
the mesh is enough refined. We can see that the adaptive algorithm focuses
to this singularity points.



ADAPTIVE METHODS FOR COMPRESSIBLE FLOW 23

#iter #vertices #cells S C̄dp C̄ref
dp

∑
n

ηn C̄dp/C̄
ref
dp

7 21716 42888 3.1018 1.3672 1.3970 0.5653 0.9786
8 24017 47482 3.5975 1.4238 - 0.3730 1.0191
9 26584 52600 4.2220 1.3640 - 0.2927 0.9764
10 29557 58530 4.7777 1.4453 - 0.1923 1.0345
11 32885 65154 5.4866 1.4090 - 0.1521 1.0086
12 36662 72676 6.0550 1.4438 - 0.1291 1.0335

Table 6.1
The convergence history of the drag coefficient. Here S is the stability factor, C̄dp is a

mean value of Cdp over the time interval [0, t], Cref
dp is a reference drag coefficient obtained

from the fine mesh.
X

n

ηn denotes a sum of error indicators.

We follow the same steps as example above, and solve the primal and
dual problems. We compute a reference drag coefficient from two fine meshes:
Cref1

dp is obtained from the mesh with 91074 vertices and 181844 cells, and
Cref2

dp is obtained from the mesh with 144086 vertices and 287740 cells. How-
ever, the drag coefficients obtained from these two reference meshes are not
close to each other. The reason can be the effect from a singularity point at
the tip of the wedge, for the finest mesh this effect is smaller. Figure 6.7 shows
the triangulation close the the tip. The left plot is the result of the adaptive
algorithm after eight iterations with 41067 vertices and 81112 cells and the
right plot is the triangulation for the finest reference mesh. We can see, that
the adaptive algorithm focuses to resolve the singularity point, which makes
the effect smaller. Figure 6.6 shows the drag coefficients from the adapted
mesh together with the reference coefficients. We see that the drag for the
finest reference mesh is closer to the results from the adapted mesh.

We summarized the computational outputs in the Table 6.2. The numbers
in the table show that, the mean value of drag for the adapted meshes are
quite close to each other. For the first reference mesh, the coefficient is higher,
since the effect of the singularity point is large for the coarser mesh.

Figure 6.8 shows the dual and primal solutions at time t = 0 and t = 0.5
respectively. The upper plot shows the dual pressure in color, dual density
contours and dual velocity arrows together with 10 contours of the Mach
number. We can see that the oblique shock is attached to the wedge, it starts
from the tip and develops downstream. From the other edges, the shock
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Fig. 6.2. Supersonic flow around a 2D cylinder: the pressure in the colors, density
contours and velocity arrow at time t = −0.15 together with the sonic contour M = 1 at
time t = 0.5, (upper). The Mach number at time t = 0.5, (lower).

expansion appears. The dual density follows the oblique shock for a while and
advects upstream. All dual solutions are focusing on the area close to the tip,
and the wake which develops after the wedge. The residual is usually high
along the shock waves, however for the regions far from the wedge the dual
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Fig. 6.3. Supersonic flow around a 2D cylinder: the drag coefficient Cdp in different
adaptive iterations and the reference Cdp which is obtained from the reference mesh.

solution is almost zero. This indicates that for accurately approximating the
drag force, it is not important to resolve the area with zero dual solution. This
significantly minimizes the computational cost of the simulation. We plot the
meshes from the adaptive algorithm in Figure 6.9 both for the 2D cylinder
and wedge. In both examples, the algorithm refines only the part of the shock
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Fig. 6.4. Supersonic flow around a 2D cylinder: Log10 of
X

n

ηn versus log10 of

number of cells.

region which has significantly effect to the drag force.

#iter #vertices C̄dp C̄ref1
dp C̄ref2

dp

∑
n

ηn C̄dp/C̄
ref1
dp C̄dp/C̄

ref2
dp

5 25194 0.2489 0.2874 0.2616 0.4286 0.8663 0.9516
6 28292 0.2492 - - 0.3429 0.8671 0.9526
7 31898 0.2497 - - 0.2286 0.8690 0.9546
8 36140 0.2528 - - 0.1810 0.8796 0.9663

Table 6.2
The convergence history of a drag coefficient for the Mach 3 flow around a wedge.

Here C̄dp is a mean value of Cdp over the time interval [0, t], Cref1
dp is a reference drag

coefficient from obtained from the fine mesh with 91074 vertices and 181844 cells, Cref2
dp

is a reference drag coefficient from the finest mesh with 144086 vertices and 287740 cells,

and
X

n

ηn denotes a sum of error indicators.

6.3. 3D subsonic flow around the circular cylinder. We consider
compressible supersonic flow, for M = 0.8 around a cylinder, with diame-
ter d = 0.0254 and height 12d in three dimensions. This is a well-known
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Fig. 6.5. The geometry of the two dimensional wedge.

benchmark problem with available experimental data by Murthy and Rose
[27]. In the experiments they studied the transonic and supersonic flow with
high Reynold’s number and different Mach numbers. To make the discussion
of the paper shorter, here we simulate the benchmark problem only for one
Mach number. We leave the complete discussion together with different Mach
numbers for the future research.

Again, the same steps of the adaptive algorithm is done in this case. The
initial mesh with 17523 vertices and 89525 tetrahedrons adaptively refined 10
times up to 99387 vertices and 524141 tetrahedrons. For Mach 0.8 flow, there
is transition to supersonic flow close to the cylinder, where the shock wave is
attached. Due to this there occurs a large change in the pressure distribution
which is a reason of a substantial increase in the total drag. This source of
drag is usually called a wave drag. To accurately compute the wave drag, one
need to capture the attached shock wave to the surface.

Table 6.3 shows the convergence history of the drag coefficient with the
adaptive iterations which is approaching experimental data 1.5 by Murthy
and Rose [27].

Here we present the solution from the dual problem from the finest mesh.
Also, the adapted mesh is compared with the initial mesh, see Figure 6.10.
and 6.11.

7. Conclusion. In this paper we presented an adaptive General Galerkin
finite element method for the compressible Euler equations. A General Galerkin
method is a stabilized cG(1)cG(1) finite element method with componentwise
least square stabilization and residual based shock capturing term. We use
the cG(1)cG(1) method for solving a dual problem for the compressible Euler
equations.
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Fig. 6.6. Supersonic flow around a 2D wedge: the drag coefficient Cdp in different

adaptive iterations and two reference coefficients Cref1
dp and Cref2

dp .

The objective of the paper was to derive a duality based a posteriori error
estimate which could be used for example to compute the drag of an object.
This paper extends earlier work on Adaptive DNS/LES for incompressible
flow, focussing on hig Reynolds numbers for different Mach numbers. The
method is demonstrated for 2D and 3D numerical examples. The a posteriori
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Fig. 6.7. Supersonic flow around a 2D wedge: the mesh close to the tip of the wedge:
after nine adapted iteration (left), and the reference mesh (right) of the two dimensional
wedge.

#iter C̄dp

1 2.3933
2 2.2463
3 1.8993
4 1.6847
5 1.6924
6 1.6389
7 1.5681
8 1.5312

Table 6.3
The convergence history of a drag coefficient versus adaptive iterations for the tran-

sonic flow in 3D.

error estimation, including the dual problem, is based on expressing the Euler
equations in the variables density, velocity and pressure, contrary to the more
common choice of density, momentum and energy. Future work will focus on
studying the method for turbulence benchmarks problems, and to extend the
method to viscous compressible flow modeled by the Navier-Stokes equations.
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Fig. 6.8. Supersonic flow around a 2D wedge: the dual pressure in the colors, dual
density contours and velocity arrow at time t = −0.5 together with 10 contour of Mach
numbers at time t = 0.5, (upper). The Mach number at time and primal velocity arrows
t = 0.5, (lower).
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Fig. 6.9. Adapted meshes for the 2D (above) cylinder after twelve, and wedge (below)
after nine adaptive iterations.



32 Nazarov M. & J. Hoffman

Fig. 6.10. Transonic flow around a 3D cylinder: 30 contours of the dual density
(above), pressure (middle) and velocity (below) from the finest mesh
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Fig. 6.11. Transonic flow around a 3D cylinder: Initial mesh (left) and adapted mesh
from the last iteration (right).
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