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Abstract

Cassandra is a distributed data storage system. This report explains
why there is a need for non-relational databases and the current prob-
lems that relational databases face. It also describes what Cassandra
does different and how those decisions affect performance, scaling and
data consistency.



Referat

Cassandra är ett distributerat system för datalagring. Rapporten
förklarar behovet för datalagringslösningar som inte är relationsdatabas-
er och vilka problem som relationsdatabaser ofta stöter på i större in-
stallationer. Rapporten förklarar hur Cassandra skiljer sig från rela-
tionsdatabaser. Den innehåller även en analys av hur Cassandras design
påverkar systemets skalbarhet och prestanda.
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Chapter 1

Introduction

With the introduction of Web 2.0 [1] sites on the Internet during the late 2000s,
especially the new social medias [2], many new technical challenges have arisen.
Of these challenges, one has received more attention than the others, namely data
storage.

The problem is two-fold, there are more people browsing the Internet and also
contributing to the website’s content in a different way than earlier. Before the Web
2.0 revolution, there were a handful writers on a site and maybe a few people who
commented on articles. Now sites like Facebook and Twitter are letting anyone post
massive amount of content.

From a data storage perspective, this means an increasing amount of reads
and writes to and from the database system. This report will outline how this
creates problems for the data storage solutions of yesterday and the new data storage
solutions that have emerged over the last few years.

One of these new solutions [3] to solve the problems mentioned is Cassandra.
Cassandra is a massively scalable, decentralized structured database. Cassandra
was at first developed by Facebook and during 2008 the source was released under
an open source license [20]. Unlike most databases today, it is not a relational
database, but a NoSQL [4] database. This report will explain what a NoSQL
database is, what it implies for Cassandra and why Cassandra is one of the most
powerful data storage system of 2010.
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Chapter 2

Background

To fully understand this report, the reader should be familiar with the topics in this
chapter.

2.1 Relational Database Management System

The Relational Database Management System (RDBMS) is a collective word for all
database implementations based on the relational model which was developed by
E.F. Codd in 1969 [10][11]. Data in the relational model is represented as relations
which in turn are made up of a head and a body. The head consists of n attributes
and the body consists of a set of n-tuples and every n-tuple contains n attribute
values. Figure 2.1 illustrates a relation.

As the relational model began as a theoretical academic endeavor the naming
scheme was very strict and conformed to mathematical and logic terms. When
implementations of the relational model started emerging a new and much simpler
naming scheme evolved based on tables. In Figure 2.2 the new naming scheme can
be seen and it will be used throughout this report.

Every row in a table can be uniquely identified by a key which in turn is com-
prised of one or more columns. Another table can then reference this key and create
a relationship. The concept of relationships is fundamental in relational databases.
Every RDBMS supports at least one query language to extract data, the most com-

Figure 2.1. A relation and its components.
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CHAPTER 2. BACKGROUND

Figure 2.2. The table naming scheme.

Figure 2.3. An example of relationships in a relational database.

mon being Structured Query Language (SQL). SQL supports join queries which is
used to query data from relationships in a consistent way.

Figure 2.3 is an example data model that shows how relationships and keys
work. The example consists of three tables: User, Message and Message Receiver.
The User table contains two columns, name and age, where the name is a key and
uniquely identifies every row in the table. The Message table contains four columns,
title, text, date and sender. The Title is the key. The column sender is referencing
the User table which creates a relationship between the two tables. The third one,
Message Receiver, contains two columns, receiver and title, both of which are keys
and referencing the two other tables.

Another important concept in relational databases is normalization, also intro-
duced by E.F. Codd. The idea is that the data only exists in one table and this
minimizes or eliminates anomalies when inserting, updating or deleting data.

2.2 Scalability in RDBMS

Scalability is the ability for a system to be able to handle more requests by adding
more nodes or upgrading the hardware of existing nodes, without shutting it down.
In 2010 scalability is a desired property in any database because of the ever-
increasing quantities of data stored and processed every day. This was not always
the case as most RDBMS were designed to be used on a single server.

4



2.2. SCALABILITY IN RDBMS

Figure 2.4. An example of a sharding technique with a lookup service.

But what happens when there is not enough hardware in a single server to handle
thousands and millions of users? What happens when there is not enough disk space
to handle the large quantities of data? These two problems have come about after
the invention of the relational model and therefore the techniques to solve them are
not optimal. Sharding and replication are two examples of the techniques solving
these scalability problems sufficiently.

2.2.1 Sharding

Sharding is a technique in which data is partitioned across different servers (or
shards, thereof the name). The partitioning can be done in several different ways.
The least complex solution is simply to move a heavily used table to another server.
This solution is not possible if the table in question has outgrown a server. The
table must then be split up by its rows using a lookup service [18] to decide which
servers get which rows. It is a more complex solution but will provide a higher level
of scalability in the long run.

An example can be used to better explain the latter solution. Let us take the
table named Message from the earlier example in this chapter. A large amount of
messages are expected and one server alone cannot handle them. Therefore, three
servers are used, Shard One, Shard Two and Shard Three and a lookup service is
created. The lookup service checks the title of each message. If the title starts with
A to H it will be sent to Shard One, I-P to Shard Two and Q-Z to Shard Three.
This can be seen in Figure 2.4.

The sharding technique has a few problems. Mainly, features relating to table
relationships such as SQL join queries might not work, it depends on the imple-
mentation details of the sharding technique. There is also the problem of making
sure that all the different applications that use the database know how the shard-
ing works. This is not very effective for developers nor for the operations team
taking care of the database if there are a large number of shards but it is effective
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CHAPTER 2. BACKGROUND

Figure 2.5. Master and slave database replication strategy.

performance wise.

2.2.2 Replication
The easiest technique to make an RDBMS handle an increasing amount of reads is
to replicate the data across different servers. A standard replication strategy is to
create a master and slave cluster [17]. Writes are sent to the master and from there
pushed through to the slaves. Reads are sent to the slaves and handled by them.
Figure 2.5 illustrates this strategy.

This replication strategy is not desired in an environment with more or equal
amounts of writes compared to reads, because the writes will be pushed to the slave
by the master anyway. A nearly optimal replication strategy would be one in which
reads and writes can be sent to any server in the cluster, but that is not possible
with RDBMS because of the CAP theorem.

2.3 CAP theorem
The CAP theorem [12] (Consistency, Availability, Partition tolerance theorem, also
referred to as Brewer’s theorem) is a famous theorem about trade-offs that has to be
made when designing highly scalable systems. The theorem is not directly related
to Cassandra, but understanding this theorem helps with the understanding of why
Cassandra is designed the way it is.

It lists three properties that are interesting to highly scalable systems, consis-
tency, availability and partition tolerance:

2.3.1 Consistency
For the system to be consistent according to the CAP theorem, querying all the
nodes in the system should return the same data. This means that a write to
one node has to be replicated to the other nodes in the system. Coming from an
RDBMS background, this might sound silly not to have. However, this is not the
case, as enforcing consistency means that the system will have to sacrifice other
aspects, such as speed.
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2.3.2 Availability

Availability means that either the system is available or not. This is most commonly
sacrificed when the system needs to lock itself to make a write, because then it will
be unavailable until the lock is released.

2.3.3 Partition tolerance

If a system is partition tolerant, it will continue to function (respond with correct
data) regardless of failure to communicate within the system. The a common oc-
currence of this is when a network cable is cut and the nodes in the system are
divided into two partitions that cannot communicate with each other. When this
happens, querying either of the two partitions should return the correct data.

Another way to describe partition tolerance is "No set of failures less than total
network failure is allowed to cause the system to respond incorrectly." [5].

2.3.4 Choosing two of these

The CAP theorem says that a distributed system cannot have all three of these
properties, it can have at most two. This does not mean that the system has to
sacrifice caring about the last property, but that it will not handle it as well as the
property is stated in the theorem.

For a reader familiar with RDBMS, it might be insightful to know that most,
if not all, RDBMS’s have chosen CA, consistency and availability. That means
they lack P, partition tolerance. However, this does not mean that RDBMS do
not handle network failures, because they do, with a master/slave approach and/or
sharding [8]. To reiterate, a system that has chosen two of the three does not mean
that it has ignored the last, but solved the issue in a weaker way than the CAP
theorem defines it.

2.4 Google BigTable

Google BigTable is Google’s attempt to create a high-performance distributed data
storage. It was one of the first [3] NoSQL databases and the research paper de-
scribing BigTable [7] is still an important paper in the field of distributed systems.
The implementation of Google BigTable is proprietary, but there is an open source
project, Apache HBase [9], aiming to implement BigTable. At Google, BigTable
is used in Google Search, Google Earth, Google Finance and is available to all
applications that run on the Google App Engine [7].

Cassandra has borrowed ideas from BigTable, such as the data model and ways
to handle data in memory and on disk in an efficient way. They also share the
implementation detail that they are both supposed to run on commodity hardware.
In CAP terms, Google BigTable focuses on consistency and availability.
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2.5 Amazon Dynamo
Around the same time that Google started developing BigTable, Amazon set out
to create their own distributed data storage, Amazon Dynamo [14]. Their goals
differed slightly from Google’s and that has resulted in a system that is more fault-
tolerant and reliable but has a simpler data model. Google BigTable’s data model is
similar to a 5-dimensional hash map, whereas Amazon Dynamo’s is a 1-dimensional
hash map (also known as a key-value map).

However, BigTable has a single point of failure in the node that manages the
BigTable cluster. In a Dynamo cluster, all the nodes are equally important, which
means that any one of them can fail and the cluster will keep on functioning. Cas-
sandra borrows this fail-proof design and focuses on the same CAP properties as
Dynamo, A and P. Cassandra is often described as BigTable on top of Dynamo,
merging the best parts of both.
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Chapter 3

Cassandra

Like Amazon Dynamo and Google BigTable, Cassandra is a high-performance dis-
tributed data storage. Cassandra is decentralized, every node is identical and there
are no single points of failure. It is also elastic, the read and write throughput
increases linearly as new nodes are added to the cluster. It has a rich data model,
but can also be used as a key-value storage.

Cassandra has all of these great features, but what are its weaknesses? It is
not a relational database and it cannot be queried using SQL queries. It does not
allow arbitrary indexing of data and searching through the data is limited to range
queries over columns.

It is a top-level Apache open-source project [23] with contributors from large
companies such as Facebook, Digg and Rackspace. Cassandra was designed with
performance in mind and to be run on commodity hardware. It does not require
expensive hardware such as SANs or SSDs to achieve great performance.

Cassandra should be used in applications where large quantities of data are
expected, in the terabyte range. If strong data integrity is needed Cassandra is not
the best alternative, it is up to the application using Cassandra to enforce integrity.

3.1 Data model

In Cassandra, data is not stored in tables but in a 5-dimensional hash map. This
means that to get a single value from the database, you have to specify each of the
five dimensions which will be introduced in this chapter. Initially, this might seem
like a lot of work to fetch data, but the hash map-like data model is very flexible
and easy to work with in most programming languages.

3.1.1 Keyspace

Keyspace is the outer most dimension. It is a term well known in programming,
variables and functions live in a keyspace to avoid name conflicts. Cassandra’s
keyspaces are like the schemas (databases) in RDBMS.

9
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3.1.2 Column Family and Row
Inside the keyspaces, there are column families, the second dimension. Every column
family has a name and an unspecified number of rows. A row consists of a row key,
the third dimension, and an unbounded number of columns. These rows are nothing
like the relational database rows. A row in a relational database is a n-tuple and in
Cassandra a row consists of infinitely many columns.

3.1.3 Column
A column is the smallest piece in Cassandra’s data model. It is a triplet (a 3-tuple)
that contains a name, a value and a timestamp. The name and value are self-
explanatory. The timestamp is used to determine if the value should be updated or
not. If a write to a column is done with a timestamp that is less than the previous
timestamp it will be discarded. The timestamp is set by the application, not by
Cassandra itself.

3.1.4 Super column
As the data model has been explained so far, there are only four dimensions,
keyspace, column family, row and column, but Cassandra’s data model is five di-
mensional. There is a fifth dimension, the super column. It consists of a name
and an infinite number of columns. A column family can either contain columns or
super columns, not both.

3.1.5 Querying the data model
Besides direct access to the 5-dimensional hash map, Cassandra also supports range-
queries to fetch columns. A range-query returns an interval of columns from a
sorted sequence of columns. The column family can only be sorted in a single
predetermined way, limiting the kind of range-queries that can be performed.

Cassandra does not have any arbitrary indices to support arbitrary questions
as a relational database has. The modeling of a keyspace in Cassandra therefore
need to account for what questions it should be able to answer. Using the previous
example from the RDBMS chapter, what questions should it be able to answer?

• What messages were sent by a specific user?

• What messages were received by a specific user?

• What messages were sent or received during a specific date or period?

To answer the above questions two column families are needed, both containing
only super columns. The first column family contains all messages sent by a specific
user and each super column is sorted by date. Inside the super column there is a
column which contains the receiver among other columns. It is up to the application

10
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Figure 3.1. An example of a data model in Cassandra.

to define the relationship of the receiver column. The second column family contains
the same columns except that the receiver has been replaced with a sender column.
Figure 3.1 shows the full keyspace.

An example of an API request to list all messages sent by Adam between two
dates might look like this (in pseudo code):

get_columns(’example.messages_sent_by.Adam’, ’between 4/10/2010 and now’);

3.2 Internal data storage

To achieve high performance per node, Cassandra has to minimize the amount of
read and write accesses to the secondary memory (hard disk drive). Cassandra
does this by using a lot of primary memory (RAM) which is fast compared to the
secondary memory. But data in Cassandra cannot only rely on the primary memory
because of its volatile property and size. Therefore, data written to Cassandra
need to go through three checkpoints to be safely stored on a node. Those three
checkpoints are: Commit Log, Memtable and SSTable [19].

3.2.1 Commit Log

The responsibility of the Commit Log is to write the data onto the secondary mem-
ory. This is done to protect the data in the event of a power failure or a computer
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Figure 3.2. A diagram of a write taking place in Cassandra.

crash. The Commit Log does this efficiently by writing the data in a sequential or-
der and therefore only requires a fast write instruction. No read or seek instructions
are needed to be called on the secondary memory.

3.2.2 Memtable
The Memtable is an in-memory key-value lookup table. When data is safely stored
on a non-volatile memory by the Commit Log the data is written to the primary
memory in a Memtable. It is worth noting that there exists a Memtable for every
column family but the Commit Log is keyspace wide.

3.2.3 SSTable
The Sorted String Table (SSTable) is the final storage for data written to Cassandra.
An SSTable is an immutable structure that represents the Memtable as a file on the
secondary memory. It is a key-value table sorted by the key.

The process of writing data from the primary memory to the secondary memory
is called flushing. A flush occurs per column family when a Memtable reaches a
predefined threshold. In the flush process three files are written to the secondary
memory: the SSTable file, an index file and a filter file.

As the SSTable is immutable it can be written to the secondary memory in
sequential order which means no read or seek instructions. The same goes for the
index file and the filter file.

Index file

The index file is also sorted by key but holds no actual data, only offsets to where
the data can be found in the SSTable file. The purpose of this file is to minimize
the number of seek instructions to find the data for a specific row key.

Filter file

The filter file is actually a Bloom Filter [16] and is used to test if a row key exists
or not without having to read the index file. False positives can occur but not false
negatives, which means that in the worst case the index file also needs to be tested
if the row key exists or not.

12
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Compaction

Over time data files accumulate and read performance will decrease because more
seek instructions is needed to find a specific key and its value. The process to prevent
this degrading performance is called compaction. When four or more SSTable files
exist they will be merged into a new larger SSTable file with a new index file and
a new filter file. This process can continue as long as the secondary memory has
enough capacity.

3.3 Gossip

Any distributed system needs a way to keep track of nodes, to let new nodes find
other nodes and to let the nodes know about the state of the other nodes. The
naive solution to this is using a single master node that is responsible for keep track
of the rest of the nodes. But, since Cassandra is designed with high availability in
mind, introducing a single point of failure is not OK.

Instead Cassandra uses a gossip style protocol [13], where the nodes chatter
among themselves. This is not a protocol in the same way that FTP or HTTP is,
but rather a concept. Assume that we have a running Cassandra cluster with nodes
A, B, C and D. Assume that we have a node E that we want to add.

We let node E know about one (or more) of the existing nodes, called a seed(s).
E then asks the seed (let’s assume A is the seed) for more nodes, and A replies with
B and C. Then E announces itself to B and C, asks for more nodes and C replies
with D. Then E announces itself to D, and the introduction is complete.

This design assures that the work of introducing a new node to a running in-
stance is done by the new node, to make sure that the already running nodes use
their resources to respond to requests. For a more technical overview, see [6].

3.4 Failure detection and prevention

To determine whether or not to try and contact a node, local nodes need to detect
if other nodes are running or not. To determine the nodes status, Cassandra uses a
modified version of the Φ Accrual Failure Detection [24]. It uses heartbeats (similar
to gossip) to determine if a node is trusted to be up or suspected to be down.
The failure detection does not emit a boolean value for a certain node, but instead
returns a suspicion value, Φ. If this suspicion value is above a certain threshold,
no more reads or writes will happen to that node. The implementation details are
available in [6].

If a node receives a write that is supposed to go to a node that is flagged as
down, it will store the write for later redirection. This is called hinted handoff [21],
because when the node that is flagged down starts to send out heartbeats again,
the write will be sent to it. This means that the node that returns from failure will
be returning correct faster than if the node was going to be brought back to correct
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Figure 3.3. Data spread out on nodes using manually and randomly assigned ranges.

data through read repair. This is done to make sure that from a client’s point of
view, the write will always be fast.

If data was written with a consistency level greater than one, and the read
request was sent with consistency level one, a read request will only fail when all
the nodes containing the requested data are unreachable. This means that failure
prevention can be controlled by the client, by increasing the consistency level of the
write. However, the higher the consistency level, the longer it takes to make the
write (since the write will be sent to more nodes with a high consistency level).

3.5 Why and how Cassandra scales

Data storage systems grow in two ways, nodes are upgraded or more nodes are
added. If the system handles these additions well, it is said to scale well. In
this case, handling the addition well means that the system’s performance should
increase in a linear fashion. Both Cassandra and RDBMS’s are greatly helped by
upgrading the hardware of the already existing nodes, adding better disks or more
primary memory.

In the background chapter of this report, the way that RDBMS’s store more
data than a single node can handle were sharding. In this section, Cassandra’s
handling of the same problem will be explained.

In Cassandra, there are two ways to partition your data across the nodes in the
cluster. One way is to randomly spread out the data (using the RandomPartitioner)
by randomizing the ranges every node takes care of and the other one is to manually
assign ranges to nodes. Manually assigning ranges to nodes is similar to the sharding
technique used by RDBMS’s, but there is no need to have an external system to
keep track of which node to query for data.

14
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3.5.1 Scaling writes
Is random assignment of the ranges any good? It is often the case that it is very
difficult to foresee the usage patterns of the database before the application is up
and running. With manually assigned ranges there is a big risk of overloading a
single node, either by writes or by reads. Using a random assignment of equally
sized ranges, it is much easier (from an operational perspective) to "load balance"
the ranges.

The load balance procedure makes sure that the hard drive load (the data stored)
is balanced across all available nodes, by adjusting the ranges and gossiping this to
the other nodes. This helps when a single node is getting lots of writes, but not
when the same columns are read over and over again.

3.5.2 Scaling reads
To scale the reading, Cassandra makes use of the possibility to replicate writes and
a feature called read repair. When writing a column to Cassandra, a column and
a consistency level is sent to any node in the cluster. The consistency level, in
combination with the replication factor setting (a cluster wide setting), decides how
many nodes the column should be written to. If the consistency level is greater
than one, there will be more than one node to read the data from.

As with writes, the requests for data also contain a consistency level. If the
consistency level is low and the node receiving the request does not have the data,
it will send out a request for the data and reply to the client with the data received
first. Then, in the background, it will receive the responses from the rest of the
nodes. If these new responses contain a newer timestamp than the data sent to the
client, the node will let the nodes with old data know that there is new data.

This means that sometimes old data will be returned to clients, and this is why
Cassandra in CAP terms is a AP system and not a CA one. In Cassandra, the
client has a choice. Either get a quick response with potentially old data or get the
newest data with a slight delay.
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Chapter 4

How Cassandra differs from RDBMS

Cassandra has taken a completely different approach to database design than the
one of relational databases. Instead of building on the relational model from 1969,
the team behind Cassandra has taken a look at what problems exists for current
RDBMS and how these problems can be solved. Most of the problem solving has
been done by the teams behind BigTable and Dynamo. Cassandra is in a way a
prodigy of the two.

From an architect’s or a system designer’s perspective, the core difference be-
tween Cassandra and a relational database is what to think about when modeling
your data. For a relational database, the model is constructed from how the data
relates to itself. For example, the users get put in one table and the messages in
another. In Cassandra the main concern is in which way your data will be accessed.
Will most of the requests be for a single column? Do we need the possibility to list
all the messages sent by a certain user?

From an application developer’s point of view, using SQL queries to fetch data
from an RDBMS is often a bit complex to integrate into the applications code. This
stems mostly from SQL being a declarative language and not a functional or object
oriented language like most modern programming languages. In comparison to this,
working with Cassandra is like working with a hash map, which is very natural in
most programming languages.

From the perspective of the operational team (the team that takes care of the
Cassandra cluster) Cassandra provides great and easy ways to replicate data to
different data centers compared to most (but not all) RDBMS solutions.

Cassandra cannot really be compared to a RDBMS for just one server. Cassan-
dra is not built to be used on one server, but it is still possible. Performance wise an
RDBMS and Cassandra are close for a single server solution but with a RDMBS you
get consistency and strong data integrity. The storage will be more space efficient
because of the normalized data and due to arbitrary indices a RDBMS can answer
any question it is asked in the domain of the data.

In an environment where data rapidly change or is added, Cassandra is a good
fit. It is easy to add new nodes to a Cassandra cluster. There is no need to
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use external tools to complicate it. In the background chapter of this report we
mentioned sharding. This is built into Cassandra, the same goes with replication.
Both of these feature are hard to implement with a RDBMS especially because of
the CAP theorem. You have CA with RDBMS and start to add new servers and
want P too, either way you lose C or A which is not good. Cassandra is designed
not to have C, but this can be tweaked at the expense of response time (and/or
failure prevention) which is to a degree A.
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Chapter 5

Real world usage

Since Cassandra’s release as an open source project, it has been put to use in many
different projects. The most famous and biggest (in terms of cluster size) user
of Cassandra is still Facebook, where it powers the inbox search [20]. Two early
adopters are Twitter, the world’s largest micro-blogging service and Digg, a social
news site. The core feature at Digg, digging a link, is backed by Cassandra. As of
September 2009, they stored over 76 billion columns at a total of about 3 TB [22].

We, the authors of this report, think it is the performance and the inexpensive
scalability of Cassandra together with the active community that makes Cassandra
such an attractive choice. Until recently, there was no commercial support for
Cassandra. But a startup named Riptano [15] now provides service and support for
Cassandra, which might open new doors.

Cassandra is still young and has not, as far as we know, been used in critical
applications such as banking, customer relationship management, or research data
storage. Remembering that Cassandra is only a few years old and looking at the
adoption rate of relational databases, there is a great chance that Cassandra will
expand into new usage areas in the future.

However, it must be remembered that most applications do not need the scal-
ability or performance that Cassandra provides. Cassandra is a niche database for
use with large quantities of data or a high user count. But on the other hand, data
is getting more valuable and it needs to be stored and processed somewhere.
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Chapter 6

Conclusion

As the saying goes, "If all you have is a hammer, everything looks like a nail".
Cassandra does not provide a better hammer (a better way to store relational data),
but another tool to the toolkit of developers.

In this report, we have shown that Cassandra has a sound and proven theoretical
foundation. Together with the smart tricks used to implement the ideas, Cassandra
is a serious contender in the NoSQL space. It is definitely a project to keep your
eye on in the future!
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