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Abstract

Reinforcement learning has been an area of great interest the past decades. Self learning machines exist quite commonly in our society today, within industry as well as simple games. This document is an investigation into reinforcement learning. The aim is to implement a self learning game player using Q-learning and an artificial neural network. The learning agent will face a simplistic opponent with a static tactic in a game of advanced noughts and crosses. Using Q-learning and the artificial neural network the learning agent will slowly increase its proficiency in the game and win numerous matches. The document is ended with a discussion on the results of the matches and the effectiveness of the implementation as well as further reading.
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Division of Labor

This investigation is part of a course that requires us to share the division of labor with the reader. During this project both of us have worked on it and due to outside time constraints we have not always been able to work side by side. This is why we partially divided the work between us. In the initial phase of the project both of us gathered data and information regarding both the background of the area of knowledge and how Q-learning and neural networks actually work. During the planning phase we sat down several times together and discussed how to make a good implementation of the self-learning game player and we finally wrote the planning document side by side. During the main phase of the project Konrad became the chief programmer because of his extraordinary skills in C#, which the game was implemented with. Fredrik became chief linguist because of his experience in writing reports and technical English. Both of us have aided each other during the project by technical assistance as well as help with writing.
1 Introduction

It is of great interest to approximate complex systems and as efficiently as possible mimic intelligence in order to estimate solutions to real life problems. This report is an investigation into how this can be done using reinforcement learning and artificial neural networks. In short, the aim of this investigation is to construct a self learning game agent whom will be able to play noughts and crosses and learn how to win more efficiently over time. In order to investigate the learning capacity of the game agent an experiment will be set up where the agent will face a simplistic agent using a static tactic. The results of this experiment will be conclusive in determining the effectiveness of the learning agent.

This paper is structured as follows. The remainder of section 1 includes a more detailed description of the statement of the problem and the aim of the investigation. The statement of the problem is followed by the background history of reinforcement learning and the state of the art in the area of self learning artificial game agents. Section 2 describes the game noughts and crosses; how it is played and the layout of the game field. Sections 3 and 4 give a detailed account for q-learning and artificial neural networks. In section 5 we will describe how the implementation of q-learning with an artificial neural network was made. Section 6 deals with how the learning agent plays versus the simplistic agent. Section 6 is followed by a results section in which the data collected from the matches between the agents is accounted for. The results are then discussed and evaluated in section 8 which is followed by a concluding chapter.

1.1 Statement of the problem

The aim of this investigation is to implement a self-learning artificial agent for the board game noughts and crosses. The goal of the game will be to first place 5 Xs or 5 Os in a row anywhere on the game field which is composed of 20x20 panes. The artificial game player will be implemented using the reinforcement learning method Q-learning with an artificial neural network. We also aim to investigate how well the agent learns against an opponent with a static strategy. This will be tested by pitting the two against each other several thousand times. Depending on the outcome of the tests we will see how well the learning agent adapts to his opponent.

1.2 Background history

Today’s self learning machines and software learn through a concept known as reinforcement learning. The modern theory of reinforcement learning is composed mainly of two different concepts. Firstly the concept of learning through trial and error and secondly the problem of optimal control and how it is solved using dynamic programming and value functions. A third concept developed later, is equally important as its two bigger brothers, is Temporal Difference learning and has also influenced the development of the modern reinforcement machine learning concept [1].
The concept of trial and error traces back to psychology and Edward Thorndike’s concept of animal learning, through reinforcement and the Law of Effect, where an animal would associate a particular situation to the outcome of a particular response, given that the response gave a satisfactory or dissatisfactory result for the animal [1]. Trial and error incorporates two important aspects, namely selection and associations. Selection means that for example an animal or robot evaluates the available paths and selecting which one to take depending on its consequences. While the aspect of association deals with how the chosen path is associated with the particular situation it was selected in [1]. It can hence be referred to as the learning experience.

The problem of optimal control consists of finding a law for a given dynamic system such that one can minimize a criterion of the system over time. In other words an optimal control problem contains a cost function so that it models the state and the control variables, and an optimal control is a set of equations that model the optimal path of the control variables to minimize the cost function or law. For example consider a swimmer in a 50 meter pool. The question is how fast he should swim if he is to maximize total distance swum in a set time. The control law in this case refers to the swimmers chosen technique and amount of strength he uses in each stroke. The system consists of the swimmer and the pool. The optimality criterion is the maximization of distance. The constraints in this particular example can consist of the swimmers stamina, water resistance, streamline shape, time and so on.

Temporal difference learning is a form of prediction technique where an agent learns through sampling its system according some policy that defines how the learning agent will act at a given time [1]. Temporal difference learning is also closely related to dynamic programming techniques, since both techniques approximate their current state based on previous states. Temporal learning has also been incorporated into trial and error learning and goes under the name of actor-critic architecture [1]. Temporal difference learning and optimal control have been merged to form what is today known as Q-learning. Q-learning extended and incorporated parts of all of the three previously mentioned concepts and it is the main tool used in this artificial intelligence project of creating a self-learning game player [1].

1.3 State of the Art

It is very hard to tell exactly which implementation of reinforcement learning is at the highest level of development today. Applications of self-learning algorithms range from robotics, to industrial manufacturing, to combinatorial search problems such as computer game playing and therefore it is difficult to know which area is leading within reinforcement learning. Although when it comes to each area separately, the task becomes much easier mostly because it is very common to hold contests where different systems “compete” with each other in solving the same task. Chess playing is one of the more popular fields that use learning systems and is close to our area of interest. Chess playing has developed rapidly in the past fifty years and by comparing different contest lists it seems obvious that Deep Rybka 3 64-bit is as of 2010 the best chess engine [4]. It was developed by the software engineer and international chess master Vasik Rajlich and his team [5]. These types of engines are a perfect example of usage of learning algorithms. They need to use the newest solutions to stay ahead of the competition. Similar to the chess game is the noughts and crosses game but far simpler compared to the former. To win the game without prior knowledge of the states the agent needs to be implemented with a self-learning algorithm based on a concept such as Q-learning.
2 The noughts and crosses game

The noughts and crosses game dates back to the classic 3x3 Tic-Tac-Toe. The goal of Tic-Tac-Toe is to attain either 3 Xs or Os in a row on a quadratic game field composed of 3x3 squares. The first one to start is always X while O follows until either some one win or the game ends in a draw.

This project aims to develop a more complex version of the initial noughts and crosses game. The game field will be composed by 20x20 panes that can be occupied either by an X, O or be unoccupied. The player represented by X will always have the first turn during each game. This can be seen as advantageous, especially on smaller game fields. The goal of the game will be to place 5 pieces of your type in a row somewhere on the game field before your opponent does so. The players will be represented by different types of agents whom will play against each other.

In contrast with the simpler version the 20x20 noughts and crosses game will have 3^{400} possible board layouts while the 3x3 noughts and crosses game will only have 3^9 possible layouts. The 20x20 game-type will also have 400! Different sequences for placing Xs and Os while the 3x3 type will only have 9! Different sequences. This in turn makes it impossible to construct the game using classical lookup-tables to represent the different states. Hence the game will be constructed using an artificial neural network in hand with q-learning algorithms to implement the reinforcement learning aspect of the game.

Figure 1: In-game picture of the game noughts and crosses
Q-learning as described in the Background section is a derivation of reinforcement learning. Where reinforcement learning in our case is a way for a learning-agent, most commonly a computer program, to continuously sample its environment and make decisions based on it. The learning-agent will process the input from the current state and make a decision on which action is the most appropriate to take in order to gain the highest reward. After the action is taken the environment will transform and the agent will receive new input. A reward is normally given after each taken action as part of the feedback from the environment. This results in a cyclic behavior which is represented in Figure 2.

A more technical way of describing Q-learning is to express it as a reinforcement learning algorithm that learns the values of a Q-function $Q(s,a)$ to find a optimal policy $\pi$ to act according to in the future. Where $s$ is the current state and $a$ is the taken action in that state. The values of the Q-function illustrate how optimal it is to perform a certain action in a specified state. The Q-function is defined as the reward received for an action taken in a state $r(s,a)$ plus the discount factor $\gamma$ of the reward acquired by pursuing an optimal policy. $\gamma$ is defined as a parameter with a value in the range of [0, 1) where a value of 0 indicates that the agent will be opportunistic in his approach and consider only the current rewards while a $\gamma$ value that approaches 1 will make it consider long-term rewards in order to maximize the total reward [2].

$$Q(s, a) = \mathbb{E}[r(s,a) + \gamma V^*(\delta(s,a))]$$

(1)

Where $Q(s,a)$ is the expected reward $\mathbb{E}[...]$ which is estimated using the rewards function $r(s,a)$, the discount factor $\gamma$, and the state-value function $V^*(x)$ which returns an action value for the state based on the Q-value from the next state. Under the condition that the action $a$ exists in all possible action $A$. 

3 Q-learning

Figur 2: Reinforcement Learning
With the help of the Q-function an optimal policy is acquired through

$$\pi^*(s) = \max_{a \in A} Q(s, a).$$  \hspace{1cm} (2)

This is very interesting since it shows that a learning agent that knows the Q-function does not need to know the reward function nor the state-transition function $\delta(s, a)$ to determine an optimal policy $\pi^*$. It is also worth noting that the state-value function and $Q(s, a)$ are related as can be seen in equation (3).

$$V^*(s) = \max_{a \in A} Q(s, a)$$  \hspace{1cm} (3)

This gives rise to the recursive property of the Q-function which will be used to define the Q-learning algorithm. This is easily perceived by substituting (3) into (1).

$$Q(s, a) = E[r(s, a) + \gamma \max_{a' \in A} Q(\delta(s, a), a')]$$  \hspace{1cm} (4)

$$\hat{Q}(s, a) \leftarrow (1 - \alpha)\hat{Q}(s, a) + \alpha(r(s, a) + \gamma \max_{a' \in A} Q(s', a'))$$  \hspace{1cm} (5)

Where $\alpha$ is the learning rate parameter and lies in the interval of [0, 1), the lower the parameter is the less will the agent learn. If a higher value is used, only the most recent data will be considered [2] and will override the past data.

A learning agent that wants to learn the Q-function approximates it through the Q-learning algorithm described below.

**Algorithm 1**: The Q-learning algorithm [2].

**For all states** $s \in S$ and all actions $a \in A$ initialize $\hat{Q}(s, a)$ to an arbitrary value  
**Repeat** (for each trial)  
  Initialize the current state $s$  
  **Repeat** (for each step of trial)  
    Observe the current state $s$  
    Select an action $a$ using a policy $\pi$  
    Execute action $a$  
    Receive an immediate reward $r$  
    Observe the resulting new state $s'$  
    Update $\hat{Q}(s, a)$ according to Equation (5)  
    $s \leftarrow s'$  
**Until** $s$ is a terminal state
In the above algorithm the learning agent observes the current state $s$, selects an appropriate action $a$ based on the policy $\pi$ and then executes that action. It then receives a reward and observes the new state $s'$. In the next step an update of the estimate of the Q-function denoted $\hat{Q}(s, a)$ is made accordingly the training rule in equation (5). And this cycle is then repeated until the agent reaches the terminal state.

4 Q-learning with Artificial Neural Networks

If the regular tic-tac-toe game would have been implemented with a learning agent the equations and algorithms in section 3 would have been adequate. The computed Q-values would most easily have been stored in look-up tables where for example each row would consist of the possible actions and the columns would consist of the states. Hence each entry into the table would represent a state-action Q-value. However using this approach on the more complex version of noughts and crosses that has been described above would be problematic due to space complexity. The size of the state-action space would be extremely large and in the form of look-up tables and would hence be infeasible to implement.

To deal with problems like this an approximation function method can be used instead of the look-up tables, for example an artificial neural network. A neural network is in principle constructed by a set of input nodes, one or several layers of hidden nodes, and a set of output nodes.

*Figure 3: Multi layered neural network*

![Multi layered neural network](image)

There are several different types of neural networks, for example the multi layered feed forward network displayed in Figure 3. We will discuss the multilayered network in detail since it will be implemented in our learning-agent.
A multilayered neural network consists of several input nodes that take the state of its environment as input. In our case it will take the current state of the game field as its input. That data is then translated through the neural network using a series of transfer functions. The most commonly used transfer functions are sigmoid due to their property to force values into a range of -1 to 1 as well as their reflective property when derived. One such transfer function is tanh. Tanh is used since it is easy to implement the back propagation algorithms where the derivative of this function is used. The number of hidden nodes that the data translates through can vary depending on the problem and one often has to test what works best. If too many hidden nodes are used they will interfere with each other and the network will not be able to converge on any relevant Q-value approximations. If too few are used they will not aid each other in the approximation. Each output node corresponds to an approximated Q-value resulting from one possible action. In the output layer there are exactly the same number of nodes as there are actions.

The Q-learning algorithm in Algorithm 1 has been slightly adapted to function with a neural network.

**Algorithm 2:** Q-learning algorithm implemented with a neural network [2].

Initialize all neural network weights to small random numbers

Repeat (for each trial)

  Initialize the current state \( s \)

  Repeat (for each step of trial)

    Observe the current state \( s \)

    For all actions \( a' \) in \( s \) use the NN to compute \( \hat{Q}(s, a') \)

    Select an action \( a \) using a policy \( \pi \)

    \[ Q^{\text{output}} \leftarrow \hat{Q}(s, a) \]

    Execute action \( a \)

    Receive an immediate reward \( r \)

    Observe the resulting new state \( s' \)

    For all actions \( a' \) in \( s' \) use the NN to compute \( \hat{Q}(s', a') \)

    According to Equation (5) compute \( Q^{\text{target}} \leftarrow \hat{Q}(s, a) \)

    Adjust the NN by back propagating the error \( (Q^{\text{target}} - Q^{\text{output}}) \)

  Until \( s \) is a terminal state

Using the algorithm above the neural network learns a mapping from specific states to Q-values. This is done by using Equation (5) to calculate a target Q-value and then with the help of the back-propagation equations (13-16) minimize the difference between the estimated Q-values from the neural network and the target Q-value.

In this way the neural network can solve problems with large state-action spaces. It is also worth noting that when the network is trained on a large state-action space it often only trains on a small portion of it. But the neural network can generalize over the states and actions based on its previous experience with already handled state-action pairs. The network is then able to give estimated Q-values for random state-action pairs.
5 Implementation of Q-learning with ANN

5.1 Principle
From the programming point of view, the implementation of a multi-layer network, mentioned in chapter 4, is fairly simple. The weights are represented as matrices (one matrix for each layer) and all related operations can be made by either matrix addition or multiplication, which is excellent for parallelization and optimization [11]. With that in mind, Q-learning has to be implemented in the same way as the network. For Q-learning to work, as specified in chapter 3, we need the state of the environment and the list of actions to be performed on the environment. Both can be represented as multidimensional vectors, where each dimension in the vector corresponds to a specific position on the game board. Moreover, this makes the whole system based on linear algebra and can be described with a few linear expressions.

5.2 Example
In our case the 20x20 game plane becomes a 400-dimensional vector \( \vec{S} \) and the opposite applies for the chosen action \( a \), which is transformed back to a two-dimensional point on the plane. Furthermore, the size of the first-layer weight matrix \( V \) will be 266x400 and the second-layer matrix \( W \) will be 266x400 where number of hidden nodes is 266. Notice that rows correspond to the number of nodes and columns correspond to the number of inputs from the previous layer. With these predefined elements, the network calculations in chapter 5.2.1 can be described as core of our implementation. The number of hidden nodes was chosen to be \( \frac{2}{3} \) of the amount of input nodes. The number \( \frac{2}{3} \) was chosen because a similar investigation to ours used this number in their application [2]. Whether or not this was a good number of hidden nodes will be discussed further in chapter 8 and 9.

5.2.1 Q-value calculation
The following sequence is calculated each time we want to obtain an action from the network:

\[
\begin{align*}
\vec{H}^* & = V\vec{S} \\
\vec{H} & = \varphi(\vec{H}^*) \\
\vec{Y}^* & = W\vec{H} \\
\vec{Y} & = \varphi(\vec{Y}^*) \\
a & = \pi(\vec{Y})
\end{align*}
\]

Equations (6) and (7) are used to transform and transfer the data to the second layer, in which equations (8) and (9) are used to make another transformation before it forwards the final output which is then handled by the policy \( \pi \) used in Q-learning, mentioned in Chapter 3. The following transfer function is used in equations (7) and (9).

\[
\varphi(x_i) = \tanh(x_i) \quad \forall i
\]
5.2.2 Policy
In this early implementation, we have chosen a simple policy, which may be enough to provide conclusive results:

$$\pi(\vec{x}) = \max(\vec{x}) \quad (12)$$

This means that only the highest Q-value will be chosen and no exploratory moves will be allowed. That is a fast solution but with the risk that it will never converge due to the possibility of never finding the right sequence of moves needed to win against an opponent [13]. Although it should be enough to give results indicating whether or not the learning-agent has increase its proficiency in the game.

5.2.3 Back propagation:
This part is used to update the weights of the neural network and as shown in Algorithm 2 it is crucial for approximation of the Q-function [12]:

$$\delta^Y = e\varphi'(\vec{Y}^*) \quad (13)$$
$$\delta^H = W^T \delta^Y \otimes \varphi'((\vec{H}^*)) \quad (14)$$
$$\Delta W = \eta \delta^Y \vec{H} \quad (15)$$
$$\Delta V = \eta \delta^H \vec{S} \quad (16)$$

Where $e$ is an error obtained from the Q-function (Algorithm 2), $\Delta W, \Delta V$ are weight changes and $\eta$ is the networks teaching speed coefficient. The following derivative of the transfer functions is used

$$\varphi'(\vec{x}) = 1 - \tanh^2(x_i) \quad \forall i. \quad (17)$$

With these components, the system is set up for learning. It is importing to keep in mind that the learning process is slow mostly due to the algorithm complexity, which leverages on the optimization, especially with larger input spaces.
6 Learning agent versus simplistic agent

In order to measure whether or not the learning agent increases its proficiency in the game a simple but effective test has been constructed. In which the learning agent will face a simplistic agent with a static tactic.

6.1 Simplistic Agent
The simplistic agent was implemented without any form of learning capability and had only one game tactic which was simply algorithmic. The simplistic agent started its play on the far left and in the middle of the game field. From there it went right until it either hit the far right edge or was blocked and no other spaces where available to the right. When its current row was full and it had not lost it went down a row. When it reached the bottom of the game field it would start over from the top or the next row from the top with free spaces in. It pursued this tactic until it won, lost or played a draw to the learning agent.

6.2 Q-learning Agent
The Q-learning agent was implemented as specified above, with 266 hidden nodes and randomized weights throughout the network. A number of Q-learning parameters were kept constant; learning rate $\alpha = 0.1$, the discount factor $\gamma = 1$ and the networks teaching rate constant $\eta$ was chosen to be $0.1$. Its moves were only governed by its learning policy to always select the actions who would lead to the highest reward in the end. The reward consisted of 1 for winning, 0 for playing equal, and -1 for losing a game [7]. This was easily implemented with a data structure.

6.3 The Game Test
The Q-learning player faced the simplistic agent 350.000 times and was continuously monitored during the games. This was not only done to determine whether the agent learned anything but also to find out if the learning agent had fallen into the trap of diverging rather than converging on relevant q-values; as well to notice fluctuations due to faulty code or bugs.

During the games data was continuously gathered on the learning agent. When he won, lost and how many times. The data is displayed in appropriate tables in chapter 7.
7 Results

In the section below the data gathered from the matches between the two game agents is displayed. Three graphs are presented, each representing the learning progress after a set number of matches.

7.1 Simplistic Agent versus Q-learning Agent Results

**Graph 1:** Learning rate after 10,000 games.
Graph 2: Learning rate after 150,000 games.
**Graph 3:** Learning rate after 350,000 games.

**Final learning ratio:** after 350,000 games is 0.0683 (6.83%).
8 Discussion of Results

From graph 1 we can see that the learning agent had a small period during the initial ~2000 games where it did not win any games. This period can be seen as an exploratory period where the agent had not yet gained any useful experience and was hence moving its pieces more or less randomly across the game field.

Around the 2000th game the agent finally made its first win. However it seems that one single win was not enough for the agent to alter its behavior in any major way, seeing as the period following the win has a slight negative gradient. This means that the learning agent kept on losing games more times than it won them. Nevertheless, it still won games which further increased its experience. This rise in experience seems to takes effect right before the 2000th game where the learning agent wins a series of games within a short number of rounds, resulting in the dramatic spike up towards 0,5% won games.

The spike seems to be coincidental since its inclination is incredibly steep and it is followed by a declination in wins. A scenario that would explain this spike is that the learning agent managed to get very lucky a few times in a row resulting in a series of wins. Judging from the smoothness of the decline the learning agent acquired enough expertise to win more times than it did before the spike, meaning losses would be less frequent.

Graph 4: Remodeled version of Graph 1.

In graph 4 above we can see a possible scenario (represented by the red line) if the agent would not have gotten lucky.

It is also very obvious in graph 1 that the learning agent slowly recovers and begins to increase its number of wins between 4000 and 5000 games.
Around 6700 games a second peak is reached at 2.5%. The inclination towards this peak is much too smooth and long to be coincidental. However this peak is also followed by a decline in wins. The evolution of this second peak is most likely due to a feature in the simplistic agent. As stated in chapter 6.1 the simplistic agent starts in the middle and tries to fill everything towards the right and down. When it reaches the bottom of the game field it start over from the top. We believe that the learning agent managed to figure out quite fast how to win against the simplistic agent during the “first phase” of its static tactic. And that the decline is a result of the jump in the simplistic agent’s tactic from the bottom the game filed to the top.

**Graph 5:** Number of moves per game during the first 10,000 games.

We can also see in *graph 5* that the number of moves rapidly declines for the learning agent at the same time as he starts loosing in *graph 2* at about 7000 played games. This indicates that the simplistic agent wins, and wins fast. Most likely, as stated above, due to the learning agent’s inability to follow the jump in the simplistic agent’s tactic.

In *graph 2* following the great peak there are numerous large oscillations. They are most likely a result from the network trying to find a good balance between the weights and counter the second part of the simplistic agent’s tactic. If we follow the development of the curve into *graph 3* we see that the learning agent slowly increases his ability to win. It is also worth noting that the
curve slightly levels off more and more relative to the number of matches that have been played. There can be a number of reasons why the learning agent exhibits this behavior. Firstly the learning curve might not increase as fast as anticipated initially due to the number of hidden nodes. It might be more appropriate with more or less nodes. Secondly the curve might level off after the peak at ~6000 games because of a danger regarding neural networks and how to train them [13]. A network that is trained many times on one singular pattern might become specialized only on that particular pattern and will hence have a hard time adjusting to new patterns. In our case the learning agent might have practiced too much on the first part of the simplistic agent’s tactic resulting in the slow learning curve after the second part came into play.

8.1 Possible improvements and problems
What would be of great interest to test is the number of hidden nodes. This is of interest because a more appropriate number of nodes could dramatically increase the effectiveness of the network and hence the learning capability. Another point of great interest would be to test the effectiveness of the network by increasing the number of hidden layers. However there are other, less tedious, improvements that can be done. For example, in this investigation the learning agent was trained versus a single tactic with a duality that came in effect much later. It might have been more effective to train the agent using a pure static tactic or to train the agent using random sequences. We also used a very simple policy, to always take the alternative that had the highest possibility to yield the highest reward. A more advanced policy might have resulted in a more effective learning curve. Another very valid improvement would be to let the agent play more games. Our agent only played 350,000 matches while some of the learning agents [2] trained up to 1.5 million matches.
9 Conclusion and Evaluation

In conclusion we can say that our learning agent increased his winning proficiency from 0% to about 6.7% during 350,000 matches. This is an increase in winnings that is too large to be considered a random increase and hence we can conclude that our learning agent actually learned how to play our version of noughts and crosses versus a simplistic agent with a static tactic. However we would have liked to make the agent practice at least 1 million extra matches but due to our time constraint we did not have sufficient time to train our agent that many times. As is stated in chapter 8, there are many things that can be improved as well as there are options for further investigation to determine a more effective way of developing a learning agent using Q-learning and neural networks.
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