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Abstract

The aim of the study was to find a combination of machine learning
algorithms and musical parameters which could automatically classify
a large amount of music tracks into correct genres with high accuracy.
To mimic a real musical situation we used the Million Song Dataset
as it contains pre-analysed data on a wide variety of tracks. On the
basis of previous studies and our evaluations of the available musical
parameters a selection of four algorithms and four combinations of
parameters were made. All these combinations of parameters were
evaluated with each of the algorithms.

The best algorithm used with the two best combinations resulted in
49% and 51% accuracy respectively. Compared to some of the previous
studies in this field our results are not outstanding, but we believe our
results are more relevant in a real musical situation due to our choice of
dataset, parameters and genres. When we evaluated the parameters we
discovered that the they differentiated very little between the genres.

Even though our results show that our implementation is not good
enough to use in a real application, it does not exclude the possibility
of implementing an application for automatic classification of tracks
into correct genres with high accuracy. The fact that the parameters
do not differentiate much indicate that it might be a very extensive
task to achieve the goal of high accuracy.



Sammanfattning

Syftet med den hér studien var att hitta en kombination av mask-
ininlarningsalgoritmer och musikaliska parametrar som automatiskt
kan klassificera en stor méngd latar med ratt genre med hog nog-
grannhet.

For att efterlikna en verklig musikalisk situation anvénde vi the Million
Song Dataset eftersom den innehaller resultaten fran musikaliska anal-
yser av en stor méngd samtida latar. Pa basis av tidigare studier och
vara utvarderingar av de tillgdngliga musikaliska parametrarna gjorde
vi ett urval av fyra algoritmer och fyra kombinationer av parametrar.
Samtliga kombinationer av parametrar utviarderades med var och en
av algoritmerna.

Den bésta algoritmen resulterade i 49% respektive 51% noggrannhet
nir den anvéndes tillsammans med de tva bista kombinationerna av
parametrar. Jamfort med resultat fran nagra av de tidigare studierna
inom samma omrade dr vara resultat inte enastaende, men vi anser att
vara resultat &r mer relevanta i en verklig musikalisk situation pa grund
av vart val av dataméngd, parametrar och genrer. Nar vi utvarderade
parametrarna upptackte vi att de differentierade valdigt lite mellan
genrerna.

Aven om véra resultat visar att var tillimpning inte &r tillriickligt bra
for att anvanda i ett riktigt program utesluter det inte mojligheten att
skapa en applikation for automatisk genreklassificering av spar med hog
noggrannhet. Det faktum att parametrarna inte skiljer sig at mellan
genrer indikerar dock att det kan vara en mycket omfattande uppgift
att uppna malet om hog noggrannhet.



Statement of collaboration

This study was divided into two parts; the execution of the project and the
writing of the report.

The execution of the project

Twetman wrote the software for reclassifying the tracks and calculating
which genres were to be used. He also wrote the parser from the file format
of the Million Song Dataset to the file format of WEKA. Rénnow wrote
software for the manually finding out which features differentiate the most
when grouped by genre. Most of the evaluations of the different combina-
tions of features and algorithms we did together.

The report

As we were new to the subject of Music Information Retrieval we began
by doing some background research and by writing the introduction and
the problem statement together, as part of the project description. Ronnow
then wrote about the previous studies, while Twetman wrote about the Mil-
lion Song Dataset. The remaining part of the Method was divided equally
between the two of us. Ronnow compiled the Results and together we dis-
cussed what to bring up in the Discussion. Ronnow then wrote it while
Twetman, at the same time, edited and corrected the same part. We wrote
the Conclusions and the Abstract together.
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1 Introduction

Since music on its own is not searchable in an easy manner, music services
providing large collections of music, such as Spotify, must assign searchable
tags to every track (a specific song by a specific artist) in order to make them
possible to find. This type of tags are called metadata. The metadata often
includes information provided by the record company such as the artists
name, the title of the track and the name of the album on which the track
was released. But the metadata may also include tags describing the music
such as genre, musical influences and mood.

Basically there are three ways to tag tracks with the latter form of metadata:

e Manually by an expert
e Manually by any user
e Automatically from an acoustic analysis

Letting a group of experts manually tag genres to large amounts of tracks
is very time consuming and thus very costly but the tags will probably be
correct. Letting any user do the same will be cheap but might lead to
contradictions since all people do not have the exact same perception of
the same genre. Automatic genre tagging from an acoustic analysis takes
the best from the above mentioned methods as the tagging is done in a
consistent way and being cheap to run on large collections of tracks. The
problem with this approach is how well a machine can be set to determine
the genre of a track.

1.1 Previous Studies

Many Music Information Retrieval (MIR) studies have been made on the
subject of automatic genre classification. Fach study with a different ap-
proach as to which acoustic features and which algorithms to base the clas-
sification upon and which tracks to use for the evaluation of the results.
Because of this, the outcomes differ substantially.

A common issue in previous studies is the selection of which acoustic fea-
tures to use to achieve the most successful result. Both low-level features and
high-level symbolic features have been used to accomplish automatic genre
classification[I]. Low-level features describe the characteristics of the audio
signal and may estimate how a human ear perceives the music while the
high-level features estimate the musical elements such as pitch and tempo.
One commonly used low-level feature is a group of Mel-Frequency Cepstral
Coefficients (MFCCs). Each MFCC is a set of coefficients describing a short
segment of an audio sample, typically 20 to 30 ms long[6]. Those coefficients
are derived from the Mel-Frequency Cepstral which approximates the hu-
man auditory system’s response. MFCC is therefore often used in speech



recognition systems[6]. Multiple MFCCs can be used to represent a whole
track.

Another common issue in the previous studies is the large amount of musical
genres and subgenres which makes it difficult to classify a track with the ex-
act genre. For example “rock” and “hard rock” have a very similar sound[6]
but they differ sufficiently to be classified as separate genres. Therefore,
to get more accurate results, most of the related studies have only used a
certain small group of basic genres|[d].

In a study by Tzanetakis and Cook[16] four different low-level parameters
were used: Fast Fourier Transform (FFT), MPEG filterbank analysis, Linear
Predictive Coding (LCP) and MFCC[I16]. With these features, Tzanetakis
and Cook used a supervised machine learning algorithm with a Gaussian
Mixture Model (GMM) to classify the genres of the tracks[I6]. The tracks
were classified into three genres: classical, modern (essentially rock and pop)
and jazz[16]. By this approach Tzanetakis and Cook got a 75% accuracy on
classifying the tracks. They concluded that a jazz piece with vocals might be
easy for a machine learning algorithm to not classify as a classical track due
to the fact that the characteristics of the genres differ. For example; vocals
and guitars are often used in jazz pieces but hardly ever in classical pieces.
They also stated the fact that they did not include high-level features, such
as beat, which they believe might have improved the results[16].

Salamon et al.[I0] did a comparison between high-level and low-level fea-
tures and a combination of those was evaluated. The pitch, vibrato and
duration were used as high-level features, and the MFCC was used as a
low-level feature[I0]. The comparison was made with four different machine
learning algorithms and the results were evaluated by using two different
sets of tracks. The algorithms used were; Support Vector Machine (SVM),
Random Forest (RF), K-Nearest Neighbours (KNN) and Bayesian Network
(BN)[10]. One of the datasets used was a 500 track dataset selected over
the five genres; Opera, Pop, Flamenco, Jazz with vocals and instrumen-
tal Jazz[10]. The second dataset used was the GTZAN set[10], which was
created and used by Tzanetakis in a later study than the one mentioned
above[l7].

The evaluation resulted in an overall accuracy of 95% with the combined
features using the 500 track set[10]. With the GTZAN set an overall accu-
racy of about 80% was achieved with all algorithms except when using the
KNN algorithm which resulted in 70% accuracy[10].

The results of the individual features were overall the same when using the
500 track set, about 90% accuracy. On the GTZAN set the high-level fea-
tures outrun the low-level MFCC with an average of 65% against an average
of 55% for the MFCCILO0].



A study on genre classification using the Million Song Dataset (the MSD
is explained in more detail below) was published by Liang et al[8]. Differ-
ent combinations of the features available in MSD were tested in the study,
including timbre (which is unique for MSD), tempo, loudness and a bag-of-
words feature (derived from the lyrics)[8]. It was also the authors intention
to explore unused algorithms in genre classification research, which yielded
in the Baum-Welsh algorithm (BW) in comparison and combination with
a spectral algorithm (SP) to learn a Hidden Markov Model for each one of
the ten genres used[8]. The ten different genres used in the classification
were; Classical, Metal, Hip hop, Dance, Jazz, Folk, Soul, Rock/Indie, Pop
and Classic Rock/Pop[8]. The overall best combination of features and al-
gorithms included the BW algorithm, the SP algorithm, the loudness, the
tempo, and the lyrics which resulted in 39% accuracy[8]. Between the dif-
ferent genres the result was widely spread. The classical genre achieved
the best result with 78% accuracy while the ”Classic Rock/Pop” only got
16% accuracy[§]. In this study, Liang et al. used a large dataset with all
tracks in MSD having the bag-of-words, the timbre, the loudness and the
tempo features, 156 thousand songs[8]. This set had to be balanced to ob-
tain good learning and evaluation procedures. The use of a large dataset of
real tracks was one of the motivations of this study as Liang et al. mean
that the GTZAN dataset and other datasets often used in state-of-the-art
MIR are too small and too narrow and thus far away from use in practical
application[§].

In summary, all of the above mentioned studies used quite similar ap-
proaches. All used the MFCC feature, except for Liang et al. who used
the corresponding timbre feature from MSD. Additional high-level features
were used in some cases to improve the results in combination with the low-
level feature as in the study by Salamon et al[I0]. in which the pitch was
used and as in the study by Liang et al.[§] in which the lyrics, the tempo
and the loudness were used. All mentioned studies used supervised machine
learning to classify the genre of the tracks. One main difference is that
each study chose to classify the tracks into their own unique set of genres
although all of them used a quite small number of genres. The studies by
Salamon et al.[I0] and Tzanetakis and Cook[16] used five and three genres
respectively which were very different from each other and achieved good
results. Liang et al.[8] used ten genres which to some extent sound very
similar and achieved much lower results.

The use of different datasets to teach the algorithms make the results hard
to compare. Salamon et al.[I0] and Tzanetakis and Cook[I6] used small
datasets with good results, while Liang et al.[§] used a large dataset, which
they mean reflects real music better than most other datasets used in MIR



and got a poorer result.

1.2 Problem Statement

The purpose of this study was to examine the possibility to automatically
classify tracks into genres, solely by using the information derived from an
acoustic analysis, to such extent that it would be useful in a real world ap-
plication. To be able to compete with manual classification and to be useful
in practice an automatic classifier should be able to classify tracks into at
least as many different genres as used in the studies mentioned above, and
it should be very accurate.

The aims of this study are (1) to try to find a combination of algorithms and
musical parameters which makes it possible to automatically classify tracks
into correct genres using a large dataset, and (2) evaluate the possibility of
using it in an application which demands high accuracy.

1.3 Hypothesis

As a hypothesis, we believe that the low-level feature MFCC, or the corre-
sponding timbre feature, will be a good basis for the classification since it
is a feature most previous studies have used successfully, as well as being
commonly used in speech recognition. But as proven in the studies above
not only low-level features are good to use. Adding high-level features like
tempo, loudness, key and pitch in combination with the low-level feature
might improve the results. We believe that those features may vary between
different genres. To accomplish the classification we believe in using ma-
chine learning as it fits the purpose well of analysing large amounts of data
to find parallels based on a selected parameter, the genre. Among the above
used algorithms there are some that performed better than others and we
believe that focusing on those, i.e. the algorithms SVM, RF, BN and the
KNN, might yield in good results. Considering the dataset it seems crucial
to use an evenly spread set of tracks in the learning process to get the best
and most reliable results.

2 Method

It is our intention to evaluate a number of combinations of algorithms and
parameters. This will be done by testing different algorithms with different
combinations of parameters to see which combination will yield the best
result. In this section we will declare which dataset, which genres and which
algorithms to base the classification upon, and how to validate the results.



2.1 Dataset

An essential problem in the previous studies is the choice of dataset in order
to achieve good results which are reliable and reflects the reality. This is
one of the essential problems in this study as well.

The dataset we have chosen in this study is the Million Song Dataset (MSD).
This set has been selected because it contains a large amount of preanalysed
tracks, described in more detail in the next section. Another reason to use
this dataset is the fact that it is a part of the large database The Echo Nest
which might be of use in a real application.

2.1.1 The Million Song Dataset

The MSD and the MSD subset are two freely available datasets containing
metadata and results from audio analysis of one million and ten thousand
contemporary music tracks respectively[2]. The tracks are analysed in a
manner that simulate how people perceive the music[5].

The main purposes of the datasets are:
e to encourage research on algorithms that scale to commercial sizes;
e to provide a reference dataset for evaluating research;

e as a shortcut alternative to creating a large dataset with The Echo
Nest’s API;

e to help new researchers get started in the MIR field.

The MSD and the subset are derived from The Echo Nest database which
contain the same metadata and musical analysis data as the two sets, but for
about 30 million tracks[12]. The Echo Nest provides two APIs; one for their
data to be used in third party applications and one for letting developers
analyse music and getting a result in the same format as in the datasets.
This is an important reason for choosing the MSD or the subset. To success-
fully use an automatic classifier in an application you need data for almost
all available tracks. The fact that the sets are derived from The Echo Nest
makes the evaluation more reliable and it is interesting to see whether or
not a part of The Echo Nest could be used in an application since it is easy
to access.

More precisely the MSD contains 1 000 000 tracks by 44 745 unique artists
and the subset contains 10 000 tracks by 3 888 unique artists. For each track
there is a set of metadata such as name of the artist, the title of the track,
the recording year as well as acoustic tags describing the music[2]. There



are three main acoustic features: Pitch, Timbre and Loudness.

Each track is divided into a set of segments which are relatively uniform
in timbre and harmony[5]. The segments are most often shorter than one
second, typically in the span of 100 ms to 500 ms[15]. The three features
above are provided for every segment of each track[2]. Furthermore there
are a lot of other acoustic features such as tempo, energy and overall loud-
ness. The most important features, from our point of view, are explained in
detail in the next section. See appendix A for a complete list of the available
information for each song in the datasets.

The MSD includes features similar to the features mentioned in the pre-
vious studies as well as a number of other features. By using this set we
have easy access all to of these features and more combinations may then be
evaluated. The fact that both the MSD and the MSD subset include large
collections of tracks make the sets more usable in this study than the sets of
around 1000 tracks used in previous studies. The results are more reliable
the larger the dataset but since we have limited resources in terms of time
and computer power we have chosen to work with the MSD subset.

2.1.2 Musical representation in MSD and feature selection

The selection of features is a critical choice in this study. It is important
that the features differ between the genres for the learning algorithms to
draw correct conclusions. Our choice of features is derived from both the
previous studies and from manual testing of which features differentiate the
most when grouped by genre.

Timbre

Timbre is a feature similar to MFCC, describing the musical texture[3]. Each
segment includes a set of 12 separate timbre values[d], eg. the first value rep-
resent the average loudness and the second value emphasizes the brightness
of the segment [5]. Each of the 12 values represents a high level abstraction
of the spectral surface. They are ordered by their degree of importance[5].
Since the segments that the timbre feature describe are much longer than
the segments that MFCC describe, a much greater part of the track can be
described with timbre using the same amount of data compared to MFCC.
Since none of the previous studies have mentioned how they used the MFCC
or timbre feature, it is hard to know what a good usage of this feature is.
In this study the feature will be used as the mean value of each timbre over
the whole track, combined with the standard deviation of each mean. This
representation might not be as good as using each timbre, which can not be
used due to the limitations of this study, but it gives a good abstraction of
the value.



Tempo

In musical terminology, tempo is the speed or pace of a given track measured
in beats per minute (BPM)[II]. As the tempo varies during the track, the
tempo feature is an overall estimation of the track’s tempol5].

Key

In musical terminology, the term key can be used in many different ways.
In this case the meaning of the term key is the tonic triad, the final point
of rest of a track[5]. The key feature is an overall estimation of the track’s

key[5].

Loudness

In musical terminology, loudness is the ”quality of a sound that is the pri-
mary psychological correlate of physical strength” [5]. The loudness feature
is an overall estimation of the track’s loudness in decibel (dB).

Pitch

Fach segment includes a set of 12 separate pitch values, one for each of the
12 pitch classes C, C#, D to B, in the range 0 to 1 representing the relative
dominance of every pitch class. A single tone will have one of the 12 values
close to one and the rest close to zero, a chord will have a couple of the values
close to one and the rest close to zero while a noisy sounds will have all 12
values close to one[5]. A good usage of this feature is hard to choose because
of the amount of data it generates per track. In this study the feature will
be used as the mean value of each pitch over the whole track, combined with
the standard deviation of each mean. This gives a clear representation of
which pitches are used the most during the whole track.

Genre

Tracks in MSD are not exactly classified to a genre. The classification is
an estimation of genres connected to the track and how frequent the track
is mentioned to be classified as that genre. The genre with the highest
frequency will then probably genre best describing that track[14]. This is
the only metadata used and will solely be used to train and evaluate the
combinations.

2.1.3 Selection of genres and tracks

The selection of genres and tracks to classify is not evident. The choice of
genres will be affected by the fact that the classification should be of possi-
ble use in practical application. The genres chosen will therefore have to be
common ones on a high level of abstraction. The selection of tracks have to
be evenly spread across the chosen genres so the possibility of unbalanced



test results are eliminated.

Because of how the genres are classified in the MSD some estimations have
to be done to get an evenly spread set of tracks. This means that a classifi-
cation of tracks classified as low level genres, such as ” Classical Rock”, needs
to be included in a high level classification, in this case "Rock”. This can
be done by classifying on the last word in the low level genre, as it is a noun
and all previous words are adjectives. By choosing the six most common
genres in the MSD subset we got the following genres:

e Rock
e Pop
o Jazz

Blues

Hip Hop

Electronic

Each of these genres consists of about 600 tracks except for the genre
”Rock” which was decreased to 600 randomly chosen tracks. . Some tracks
were also classified as a contradictory genre, e.g. "Pop Rock”. These tracks
were deleted from the set since it would confuse the learning process and
may lead to misclassified tracks.

2.2 Supervised Machine Learning

Machine learning is used in many areas. Its purpose is to learn and draw
conclusions like a human. In that way a machine can make correct assump-
tions, do analyses and find relationships between features only by looking
at previously known data. On a given input it should be able to determine
the output corresponding to the input[7].

The algorithms are trained with a dataset where each instance in the input
set contains a set of attributes. If each instance in this teaching dataset also
includes the output attribute to which the instance corresponds, the algo-
rithm is a supervised learning algorithm because the output value is known
to the input attributes[7].

2.2.1 WEKA Data Mining Software

WEKA, which is an abbreviation for the Waikato Environment for Knowl-
edge Analysis, is an open source toolbox and a framework for learning al-
gorithms. It provides easy access to state-of-the-art techniques in machine
learning as well as it is meant to be easy for users to add new algorithms



to the software[d]. The software is written in Java and can therefore be
integrated and used like a Java library. It also includes a rich graphical
environment with methods for validation of results and visualisation of the
results and the input data.

The above stated facts are the reasons why we chose to work with WEKA.
As WEKA implements most of the common algorithms, including the ones
we want to test, it was a natural choice. The easy to use graphical inter-
face combined with the possibility of using WEKA as Java library will let
us experiment in WEKA but keeping the door open for making external
programs using it as a library.

2.2.2 Selection of algorithms

The prediction of which algorithms are good to use is hard, partly because
of the amount of algorithms, but also because they should make good com-
binations with the features. All mentioned studies used different algorithms
which indicates the lack of certainty of which algorithm to use.

The algorithms used will be some of the algorithms used in the previous
studies which yielded good results. It is interesting to examine these algo-
rithms since they only have been used on smaller sets of tracks in which the
genres differ a lot more than the ones used in this study. By using previously
used algorithms conclusions may also be made about how the selection of
features stands in relationship to the results of the previous studies. The
algorithms chosen were:

e Support Vector Machine
e Random Forest
e Bayesian Network

e K-Nearest Neighbours

2.2.3 Validation process

The validation process of the combinations of features and algorithms will
be done by using K-fold cross validation. This essentially means that the
set of tracks is divided into K equally large subsets. The subsets are then
used to test and teach the learning machine K times, one time per subset.
This means that in a 10-fold cross validation we get 10 tests in one and the
results from each subset is combined into a final result[9].

This is a good way to get variations and do more tests on the same data. It
will also decrease the impact on the validation for datasets of tracks whose



features group well between genres, since they are easy to classify into the
correct genres. This is essential for the evaluation since the possibility of
using it on any kind of music is examined. The fact that it is implemented
into the WEKA software makes it easy to use.

2.3 Chosen Combinations

The combinations of which features to test are mainly derived from the
results of previous studies. The combinations are also influenced of what
may differ between the genres. Some manual examinations of which features
differ the most between genres have been made to see whether the feature
may be useful or not. These examinations are represented as pictures in
Appendix B.

The combinations to be examined (also shown in Table 1 below) are:

1. Mean values of timbre and standard deviations of timbre across all
segments of the whole track

2. Mean values of timbre and standard deviations of timbre across all
segments of the whole track, tempo, key and loudness

3. Mean values of timbre, standard deviations of timbre, mean values of
pitch and standard deviations of pitch across all segments of the whole
track and tempo, key and loudness

4. Tempo, key and loudness.

Feature/Combination H 1 ‘ 2 ‘ 3 ‘ 4 ‘
Mean values of timbre X | X | X
Standard deviations of timbre | X | X | X
Mean values of pitch X
Standard deviations of pitch X
Tempo X | X | X
Key X | XX
Loudness XX | X

Table 1: The combinations of features evaluated in the study.

All of these combinations will be tested with the chosen algorithms de-
scribed in section 2.2.2 and validated according to the section 2.2.3.

3 Results

The best result we got was with combination number 3 with the algorithm
”Support Vector Machine”, which classified 51% of the tracks into correct
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genre. The best overall algorithm was the SVM, which classified about
50% correct on each combination except for combination number 4. The
other algorithms classified about 40% of the tracks correctly on all combi-
nations, except for combination number 4 which achieved the lowest results.
The highest result on combination number 4 was 31% with the algorithm
”Bayesian Network”.

All results can be retrieved from the following tables. Appendix C con-
tains a confusion matrix for the classification with the SVM on combination
number 3.

Algorithm Result(%)
Support Vector Machine 48
Random Forest 43
Bayesian Network 43
K-Nearest Neighbours 40

Table 2: Accuracy results, in percent, of the evaluation of combination 1
including the mean value of each timbre and the standard deviation of each
of the means features.

Algorithm Result(%)
Support Vector Machine 49
Random Forest 41
Bayesian Network 43
K-Nearest Neighbours 35

Table 3: Accuracy results, in percent, of the evaluation of combination 2
including the mean value of each timbre, the standard deviation of each of
the means, the tempo, the key and the loudness features.

Algorithm Result(%)
Support Vector Machine 51
Random Forest 41
Bayesian Network 45
K-Nearest Neighbours 37

Table 4: Accuracy results, in percent, of the evaluation of combination 3
including the mean value of each timbre, the standard deviation of each of
those means, the mean value of pitch, the standard deviation of each of
those means, the tempo, the key and the loudness features.
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Algorithm Result(%)

Support Vector Machine 29
Random Forest 24
Bayesian Network 31
K-Nearest Neighbours 23

Table 5: Accuracy results, in percent, of the evaluation of combination 4
including the tempo, the key and the loudness features.

Additional evaluations were done with different usage of some features,
including timbre and pitch. The usage of timbre was changed to be rep-
resented as the Riemann sum of each timbre value. A combination of the
mean and the Riemann sum was also tested, both of the new representa-
tions without any improvement of the result. An alternativ usage of the
pitch feature was also tested. Instead of using the mean of the twelve pitch
values the index value of the pitch with the largest mean value was used.
This usage of the pitch did not improvement of the results.

4 Discussion

As seen in Table 6 our best result (51%) is in the same region as the result
of Liang et al. who obtained 39% and who also used the MSD[8]. Neither
of our results are similar to the results obtained by Tzanetakis and Cook
or by Salamon et al., 75% [L6] and 95% [10] respectively, even though the
features and the algorithms used in this study are similar to the ones used
by Salamon et al [10].

The only two differences between our study and the one by Salamon et
al.[I0] are which dataset and genres used, which was on purpose. A reason
to why our results are not as good as the results of Salamon et al.[I0] could
be the large dataset, which is a lot bigger than the ones used in that study,
and that our dataset is not chosen to consist of tracks whose genres are of
great difference and hence more easily classified.
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Study #Tracks | #Genre | #Conflicting genres | Result(%)
This study 3500 6 4 51
Tzanetakis NA 3 None 75
Salamon et al. 500 5 2 95
Liang et al. 156000 10 6 39

Table 6: Comparison of the best results from this study and the previous
studies. #Tracks is the number of tracks used in the study, #Genre is the
number of genres, #Conflicting genres is the number of conflicting genres,
Result indicates the percentage of tracks that were correctly classified.

As the results show the classification only achieved 51% accuracy at best,
which we believe is a rather poor, but a reliable result. Using this classifier
in practice in an application would lead to a lot of misclassified tracks. The
main reasons for the not so successful results are:

e The large dataset

e The genres chosen - some of them sound similar

e The selection and usage of the features

e The WEKA software and the usage of the algorithms

The choice of dataset, genres, features, software and algorithms is, however,
well motivated which contributes to the reliability of the results. In particu-
lar, the choice of genres and the large dataset reflect realistic conditions for
automatic classification of music tracks.

As previously mentioned it is an essential problem choosing the dataset
to obtain a reliable classification. The dataset in this study was chosen be-
cause of the connection to a real music situation and the amount of tracks,
which we believe give results closer to the reality. The purpose was not
to evaluate how good an automatic classifier could be when running on a
certain dataset. The purpose was to be able to classify any kind of dataset
which might not have been the purpose of other studies. The results partly
confirm what Liang et al.[8] stated in their study. A reason to why Salamon
et al.[I0] and Tzanetakis and Cook[16] achieved good results might be the
fact that they chose their own composed datasets which might have been
chosen explicitly for gaining good results and not for reliability.

The fact that the dataset used in this study is larger than the ones used
in other studies is not the only possible reason why our results are not as
good as the results of Salamon et al[l0] and Tzanetakis and Cook[16]. The
genres used in this set are more similar to the ones used by Liang et al.[§] but

13



not at all similar to the ones used in the other studies mentioned. Table 6
show that both we and Liang et al.[8] used more conflicting genres than non
conflicting, in opposite to Salamon et al[10] and Tzanetakis and Cook[I6].
Genres chosen widely spread and not at all similar, i.e. non conflicting, will
make the classification easier since the musical characteristics of such genres
will differ more.

Some of the genres used in this study have similar sound which makes it
hard for the automatic classifier to correctly classify those tracks. The eval-
uation process showed the percentage of each genre that was classified as
another. In Table 9 in Appendix C it clearly shows that many of the genres
sound similar to a machine. We can also see that some genres, for example
Hip Hop and Electronic, have a much more differentiated sound as tracks of
those genres are not confused with each other very often. The pictures in
Appendix B is taken from the WEKA software and shows the spread of some
features in relationship to the genres, the rest of the features had similar
outcome. These pictures shows that the features do not differ much between
the genres, although they differed the most of the examined features. This
also indicates that the genres sound similar.

Two other factors that may contribute to why the genres may be a pos-
sible reason for the low accuracy are the genre classification in MSD and
the way we reclassified tracks to more abstract genres. The classification in
MSD might not be completely accurate since it is solely based on the fre-
quency of which a genre is used in context with the track. The genre with
the highest frequency is the one used the most to describe a certain track
but that does not guarantee that it is the best genre to describe that track.
The fact that we reclassified some tracks makes the genre of the tracks even
more doubtful. If a more reliable genre classification of the tracks were avail-
able the evaluation would have been more reliable, since both the learning
process and the validation process would have gained from it.

If the genres is a reason to why we obtained lower results in comparison
to some of the other studies, adding more genres would probably make it
even worse. Indications of this can be seen in Table 6. We used 6 different
genres while the similar study of Liang et al[8]. used 10 different genres and
we obtained the better result of 51% compared to 39%. We chose to use only
a few but similar genres to simulate a real world application. If the classifier
should be possible to use in an application it would have to be able to clas-
sify tracks into more genres and subgenres. Our examination indicates that
such an implementation is very hard to achieve due to the small differences
between the genres. One major problem may lie in the genre classification
itself, the definitions of the genres are too vague and therefore too many of
the genres overlap.
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Our usage of the features might be another contribution to the low results.
Even though it seems that our usage of the features was fairly good in com-
parison with the study by Liang et al[g].

Our usage of the timbre feature was probably the most unreliable since the
standard deviation of each timbre value was almost as large as the value it-
self. If the timbre feature would have been used in a way that describe each
segment, better than the mean value, it would probably have increased the
accuracy. We tried to use the Riemann sum which, because of the constant
value of each timbre over each segment, will be equal to the integration of
the timbre curve. This did not improve the results though, probably because
of the sum of the values of two curves may be equal although the curves look
different.

One thing to notice is that the results of the ”Support Vector Machine” in-
creased when using combinations with more features. As seen in Tables 2, 3
and 4 the results increased from 48% to 49% to 51%. By adding a parameter
which does not contribute to the separation of genres, the results should at
best stay unchanged if not decrease. Therefore the parameters added seems
to be useful. In contrast to the results of "Support Vector Machine” the re-
sults of "Random Forest” decreased by adding features. This might indicate
that the selection of features depends on which algorithm to use. However
the increase and decrease of the results are very small. It might therefore
be an outcome of the particular dataset we used and not a reliable indication.

The other feature on which the usage could be improved is the pitch feature.
If this feature also could be improved in a similar way as timbre, it would
describe the track in more detail. This would probably be better to use than
the mean value. The standard deviation for this feature was also very high
and indicates that the usage of this feature was not optimal.

One thing not yet discussed is the usage of external software. Using the
WEKA software was a delight, but it might be used in a better manner. By
using the possibility of implementing algorithms on our own, which could
be optimised for our purpose, might have improved the results. The WEKA
software did offer the possibility to change some parameters of existing al-
gorithms but the lack of experience with such algorithms and the lack of
time made us run the tests with standard settings.

5 Conclusions

With the chosen combinations the classifier managed to achieve at best
about 50% accuracy. The best combination was number 3, including all
chosen features, using the Support Vector Machine algorithm. We used ap-
proximately the same algorithms and combinations of features as in some
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previous studies, but with a different dataset and classified into other gen-
res, yielding in partly inferior results.

These results may have been caused by the selection and usage of the musi-
cal features since their values were too similar between each genre to obtain
good results.

Previous studies in the same area of research, also using the Million Song
Dataset, have obtained results in the same region as ours. This could indi-
cate that the Million Song Dataset is an unreliable source of data for usage
in this context.

The fact that some of the genres we chose sound similar was probably one
of the causes for the not so good results. This was on purpose as it would
contribute to the reliability of this study since many genres and subgenres,
with similar sound, would have to be used in real application for it to be
useful.

Our classification turned out to be not as accurate as an application would
demand. Finding other musical characteristics that differ more between the
genres than the ones used in this study may be difficult, but it would defi-
nitely improve the results.

As an answer to the questions in the problem statement; the combinations
of features, dataset and algorithms evaluated in this study are probably not
the combinations to use in an automatic genre classification application as
the classifier did not achieve high enough accuracy. This does not mean that
the features used in this study are not the ones to use, only that the way
we used them might not be optimal. The same reasoning applies to the use
of algorithms.

Our results do not exclude the possibility of implementing an application of
automatic classification of tracks into correct genres with high accuracy as
there could exist better approaches, but the one we chose did not achieve
the goal of high accuracy. Our results indicate that the genres overlap and
that the parameters we evaluated did not differentiate much between the
genres. By adding more genres the overlapping will probably increase mak-
ing it even harder to distinguish one genre from the other. Taking all this
into consideration it might be a very extensive task to achieve the goal of
high accuracy.
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A The Million Song Dataset Field List

Below is a list of all fields available in the MSD, the MSD subset and The

Echo Nest.

Field name

Description

analysis sample rate
artist 7digitalid
artist familiarity
artist hotttnesss
artist id

artist latitude

artist location
artist longitude
artist mbid

artist mbtags

artist mbtags count
artist name

artist playmeid
artist terms

artist terms freq
artist terms weight
audio mdb

bars confidence
bars start

beats confidence
beats start
danceability
duration

end of fade in
energy

key

key confidence
loudness

mode

mode confidence
release

release 7digitalid
sections confidence
sections start
segments confidence
segments loudness max
segments loudness max time

sample rate of the audio used

ID from 7digital.com or -1
algorithmic estimation

algorithmic estimation

Echo Nest 1D

latitude

location name

longitude

ID from musicbrainz.org

tags from musicbrainz.org

tag counts for musicbrainz tags
artist name

ID from playme.com, or -1

Echo Nest tags

Echo Nest tags freqs

Echo Nest tags weight

audio hash code

confidence measure

beginning of bars, usually on a beat
confidence measure

result of beat tracking

algorithmic estimation

in seconds

seconds at the beginning of the song
energy from listener point of view
key the song is in

confidence measure

overall loudness in dB

major or minor

confidence measure

album name

ID from 7digital.com or -1
confidence measure

largest grouping in a song, e.g. verse
confidence measure

max dB value

time of max dB value, i.e. end of attack
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segments loudness max start
segments pitches
segments start

segments timbre

similar artists

song hotttnesss

song id

start of fade out

tatums confidence
tatums start

tempo

time signature

time signature confidence
title

track id

track 7digitalid

year

dB value at onset

chroma feature, one value per note

musical events, note onsets

texture features (MFCC+PCA-like)

Echo Nest artist IDs (sim. algo. unpublished)
algorithmic estimation

Echo Nest song ID

time in sec

confidence measure

smallest rhythmic element

estimated tempo in BPM

estimate of number of beats per bar, e.g. 4
confidence measure

song title

Echo Nest track ID

ID from 7digital.com or -1

song release year from MusicBrainz or 0

Table 7: Complete Field List in the Million Song Dataset[3]
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B Feature grouping by genre in WEKA

The figures describes the distribution of a feature grouped by genre. Each
row represent a genre and each cross represent the value for one song of that

genre.

Electronic q

Blues

Hip Hop

Jazz

Pop

g w oW

Rock

.54

Figure 1: Describing the distribution of the first mean timbre value grouped
by genre according to Table 8
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.98

Figure 2: Describing the distribution of the first mean pitch value grouped
by genre according to Table 8
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Figure 3: Describing the distribution of the loudness value grouped by genre
according to Table 8
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C A confusion matrix

A confusion matrix shows how many of the classified tracks of a genre(rows)
that were classified as each of the genres(columns) in percent. The ma-
trix shown below is the confusion matrix derived from the most accurate
combination, combination number 3 with Support Vector Machine, which
obtained 51% accuracy.

Genres H Rock ‘ Pop ‘ Jazz ‘ Blues ‘ Hip Hop | Electronic
Rock 55 21 8 6 4 6
Pop 20 42 15 10 5 9
Jazz 8 16 55 5 10 7
Blues 6 12 4 72 1 6
Hip Hop 16 14 22 3 44 0
Electronic 16 17 19 10 2 35

Table 8: Confusion matrix for Support Vector Machine on combination 3 in

percent
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