1 (20 p) For non-negative integer vectors \( i = (i_1, \ldots, i_n) \) and \( j = (j_1, \ldots, j_n) \) and variable vectors \( x = (x_1, \ldots, x_n) \) and \( y = (y_1, \ldots, y_n) \), let \( x^i = \prod_{\ell=1}^n x_{\ell}^{i_{\ell}} \) and \( \binom{i}{j} = \prod_{\ell=1}^n \binom{i_{\ell}}{j_{\ell}} \), and \( x + y = (x_1 + y_1, \ldots, x_n + y_n) \). Show that the coefficient of \( x^j y^i \) in \( (x + y)^{i+j} \) equals \( \binom{i+j}{i} \).

**Remark:** Note that we want the solution not only to claim that this equality holds (this is already in the problem statement) but to explain why or at least explicitly show that this is indeed true, and to do so in a convincing manner.

2 (40 p) Let \( x = (x_1, \ldots, x_n) \) and \( z = (z_1, \ldots, z_n) \) be vectors of variables and \( i = (i_1, \ldots, i_n) \) a vector of non-negative integers, and let \( wt(i) = \sum_{\ell=1}^n i_{\ell} \). Define the \( i \)th Hasse derivative of \( p(x) \in \mathbb{F}[x] \), denoted \( p^{(i)}(x) \), to be the coefficient of \( z^i \) in the polynomial \( p(x + z) \in \mathbb{F}[x, z] \). Prove the following basic properties of Hasse derivatives:

2a For polynomials \( p(x), q(x) \in \mathbb{F}[x] \) it holds that \( p^{(i)}(x) + q^{(i)}(x) = (p + q)^{(i)}(x) \).
2b If \( p(x) \in \mathbb{F}[x] \) is homogeneous of degree \( d \), then either \( p^{(i)}(x) \) is homogeneous of degree \( d - \text{wt}(i) \) or \( p^{(i)}(x) = 0 \).

2c Let \( H_p(x) \) denote the homogeneous part of \( p(x) \in \mathbb{F}[x] \) of highest total degree. Then either \( (H_p)^{(i)}(x) = (H_p^{(0)})(x) \) or \( (H_p)^{(i)}(x) = 0 \).

2d For \( p(x) \in \mathbb{F}[x] \) it holds that \( (p^{(i)})^{(j)}(x) = (i+j)^{p^{(i+j)}}(x) \).

3 (30 p) Looking back at our lectures on Kakeya sets in finite fields, we spent quite some time on defining the Hasse derivative and exploring its properties, but once we got started on the proof of the (almost) optimal Kakeya set size bound it seems we somehow never really used that we had Hasse derivatives instead of standard derivatives (except that it made our lives significantly more complicated). This raises the obvious question of whether we actually needed to go through all the pain of Hasse derivatives in the first place. Clearly, there must be some reason they are there in [DKSS13], but this paper also contains a number of other results on Kakeya-ish sets for curves and statistical Kakeya sets and what have you, and so maybe that was where the Hasse derivative was really needed.

So... The moment of truth: Did we ever actually need the Hasse derivatives for the proofs to go through? Or would the standard derivative have worked equally well for the limited sets of results in the beginning of [DKSS13] that we covered in class? Answer these questions, and back up your answer with a formal argument.

4 (40 p) For a function \( f : \mathbb{F}_2^n \rightarrow \mathbb{F}_2 \) and vectors \( y_1, \ldots, y_\ell \in \mathbb{F}_2^n \), let

\[
T_f(y_1, \ldots, y_\ell) = \sum_{0 \neq I \subseteq [\ell]} f(\sum_{i \in I} y_i) .
\]

Prove that \( f \) is a degree-\( d \) polynomial with constant term 0 if and only if for all \( y_1, \ldots, y_{d+1} \in \mathbb{F}_2^n \) it holds that \( T_f(y_1, \ldots, y_{d+1}) = 0 \).

5 (20 p) Let \( f : \mathbb{F}_2^n \rightarrow \mathbb{F}_2 \) be a function and \( y \in \mathbb{F}_2^n \) a fixed vector. For uniformly and independently sampled random vectors \( y_1, y_2, \ldots, y_{d+1} \in \mathbb{F}_2^n \), define

\[
T_f^y(y_2, \ldots, y_{d+1}) = T_f(y, y_2, \ldots, y_{d+1}) + f(y) ,
\]

with \( T_f(y, y_2, \ldots, y_{d+1}) \) given by \( [1] \);

\[
g(y) = \begin{cases} 1 & \text{if } \text{Pr}_{y_2, \ldots, y_{d+1}}[T_f^y(y_2, \ldots, y_{d+1}) = 1] \geq 1/2, \\ 0 & \text{otherwise}, \end{cases}
\]

and

\[
\eta = \text{Pr}_{y_1, y_2, \ldots, y_{d+1}}[T_f(y_1, y_2, \ldots, y_{d+1}) \neq 0] ,
\]

where we recall that \( \eta \) in \([4]\) is the probability of detecting that \( f \) is not a degree-\( d \) polynomial and that \( g \) in \([3]\) is the “majority-vote” function trying to correct \( f \) to pass the polynomiality test. Show that the distance between \( f \) and \( g \) is \( \delta(f, g) \leq 2\eta \).
(40 p) In Lectures 18–19 we proved the [AKKLR05] result for testing of degree-$d$ polynomials with constant term $0$. Then, when starting to discuss the paper [BKSSZ09] in Lecture 20, we happily claimed that in fact the same analysis would sort of work for any degree-$d$ polynomials regardless of what the constant term is. Your task is now to verify this claim.

To this end, go over our exposition of the result in [AKKLR05] carefully, and for every definition, lemma, theorem, or similar explain if and how the statement needs to be modified, what if any modifications are needed in the proofs, and how the parameters of the low-degree tester are affected as a result of this.

Remark: You do not need to provide a fully written out proof of [AKKLR05] for general degree-$d$ polynomials, but you should provide enough details so that a fellow students of yours could in principle produce such a detailed write-up based on the exposition we did in class and your description of the required modifications. In particular, if a lemma goes through without any modification whatsoever, then just stating so is fine, provided that a short explanation is also given why no change is needed. Analogously, if some proof needs to be adjusted in some way, then a brief explanation of how the adjustment should be made is sufficient—there is no need to repeat an entire proof.

Another discrepancy between [AKKLR05] and [BKSSZ09] regarding the description of the test was whether it was guaranteed to pick a subspace of maximal dimension or not. Again, we handwaved that this did not really make much of a difference. Formally, let $f : \mathbb{F}_2^n \to \mathbb{F}_2$ be a function and consider the following two tests:

**Test $T_{d,\ell}$:** Pick uniformly and independently at random a full-rank matrix $M \in \mathbb{F}_2^{n \times \ell}$ and a vector $b \in \mathbb{F}_2^n$, let $A = \{Mx + b \mid x \in \mathbb{F}_2^\ell\}$, and accept $f$ if and only if $f \rvert_A$ is a degree-$d$ polynomial.

**Test $T_{d,\leq \ell}$:** Same as above, except $M \in \mathbb{F}_2^{n \times \ell}$ is picked uniformly and independently at random among all matrices regardless of rank.

Prove that if $n \geq d + 1$, then

$$\Pr[T_{d,d+1} \text{ rejects } f] \geq \Pr[T_{d,\leq d+1} \text{ rejects } f] \geq \frac{1}{4} \Pr[T_{d,d+1} \text{ rejects } f].$$

(30 p) Recall that a hyperplane in $\mathbb{F}_2^n$ is a set of points $A = \{x \in \mathbb{F}_2^n \mid L_c(x) = b\}$ for some $b \in \mathbb{F}_2$ and some $L_c(x) = \langle c, x \rangle = \sum_{i=1}^n c_i x_i$ for $c \in \mathbb{F}_2$. We say that the hyperplanes $A_1, \ldots, A_\ell$ are linearly independent if the corresponding linear parts $L_{c_1}, \ldots, L_{c_\ell}$ are linearly independent. Prove the following basic properties of hyperplanes:

8a There are exactly $2^n + 1 - 2$ distinct hyperplanes in $\mathbb{F}_2^n$.

8b Among any $2^\ell - 1$ distinct hyperplanes there are at least $\ell$ linearly independent hyperplanes.

8c For any linearly independent hyperplanes $A_1, \ldots, A_\ell$ there is an affine, invertible transform that sends $A_i$ to the hyperplane $\{y \mid y_i = 0\}$ for $i = 1, \ldots, n$ (i.e., an invertible matrix $M \in \mathbb{F}_2^{n \times n}$ and a $b \in \mathbb{F}_2^n$ such that $x$ is sent to $y = Mx + b$).
In our very final lecture, we omitted proofs for a number of important claims in the exposition of [BKSSZ09]. Your task in this problem is to fill in the missing details to establish these claims.

9a Prove for the test $T_{d,\ell}$ in Problem 7 that if $k \geq \ell$, then $\Pr[T_{d,k} \text{ rejects } f] \geq \Pr[T_{d,\ell} \text{ rejects } f]$.

9b Pick uniformly and independently at random a full-rank matrix $M \in \mathbb{F}_2^{n \times \ell}$ and a vector $b \in \mathbb{F}_2^n$. Prove that for any fixed $x, y \in \mathbb{F}_2^n$, $x \neq y$, it holds that $ax$ is uniformly distributed over $\mathbb{F}_2^n \setminus \{ax\}$.

9c Let $p(x) \in \mathbb{F}_2[x]$ be a polynomial and let $y = Mx + b$ be an invertible affine transform on $\mathbb{F}_2^n$. Prove that the polynomial $q(x) \in \mathbb{F}_2[x]$ defined by $q(x) = p(Mx + b)$ has exactly the same total degree as $p(x)$. When and why is this important in the proofs in [BKSSZ09]?

9d Recall that a $k$-flat is an affine subspace of $\mathbb{F}_2^n$ of dimension $k$. Consider the following two experiments:

1. Pick a uniformly random $k$-flat $B \subseteq \mathbb{F}_2^n$.
2. Pick a uniformly random hyperplane $C' \subseteq \mathbb{F}_2^n$ and then a uniformly random $k$-flat $C \subseteq C'$.

Show that the $k$-flats $B$ and $C$ have exactly the same distribution.

9e Show that any function $f : \mathbb{F}_2^n \to \mathbb{F}_2$ has a unique representation as a multilinear polynomial in $\mathbb{F}_2[x]$ (i.e., a polynomials with all individual variable degrees being 0 or 1).

9f Recall that two hyperplanes $A$ and $A'$ in $\mathbb{F}_2^n$ are complementary if $A \cup A' = \mathbb{F}_2^n$. Prove that if $A_1, \ldots, A_{\ell}$ are linearly independent hyperplanes for $\ell > d$ and $A$ is a hyperplane that is not complementary to any $A_i$, then it holds that

$$\frac{|A \cap \bigcup_{i=1}^{\ell} A_i|}{|A|} > 1 - 2^{-d}.$$ 

Actually, looking more closely at this part of the proof in [BKSSZ09], it seems we do not have the guarantee that $A$ is not complementary to any $A_i$. What happens to the above claim in that case? Is it still true that Sublemma 7 in our notes (Claim 15 in [BKSSZ09]) holds? Or if it does not, is there some way to fix the argument? Or do we have a guarantee that $A$ is not complementary to any $A_i$ after all?

Remark: Solving this subproblem completely yields about a third of the total amount of points on this problem.

9g For a fixed hyperplane $A_i \subseteq \mathbb{F}_2^n$ and a uniformly random $z \in \mathbb{F}_2^n$, define the random variable

$$Y_i = Y_i(z) = \begin{cases} 1 & \text{if } z \in A_i, \\ 0 & \text{otherwise}. \end{cases}$$

Prove that if $A_i \neq A_j$ are not complementary hyperplanes, then $Y_i$ and $Y_j$ are independent.