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Chapter 1

Extracellular spikes and current-source density analysis

1.1 Introduction

Extracellular recordings have been, and still are, the main workhorse when measuring neural activity in vivo. In single-unit recordings sharp electrodes are positioned close to a neuronal soma, and the firing rate of this particular neuron is measured by counting spikes, that is, the standardized extracellular signatures of action potentials [30]. For such recordings the interpretation of the measurements is straightforward, but complications arise when more than one neuron contribute to the recorded extracellular potential. For example, if two firing neurons of the same type have about the same distance from their somas to the tip of the recording electrode, it may be very difficult to sort the spikes according to from which neuron they originate.

The use of two (stereotrode [49]), four (tetrode [23, 32, 76, 89]) or more [9] close-neighbored recording sites allows for improved spike sorting, since the different distances from the electrode tips or contacts allow for triangulation. With present recording techniques and clustering methods one can sort out spike trains from tens of neurons from single tetrodes and hundreds of neurons with multishank electrodes [9].

Information about spiking is typically extracted from the high frequency band ($\gtrsim$ 500 Hz) of extracellular potentials. Since these high-frequency signals generally stem from an unknown number of spiking neurons in the immediate vicinity of the electrode contact, it is called multi-unit activity (MUA). The low-frequency part ($\lesssim$ 500 Hz) of extracellular potentials is called the local field potential (LFP). In in vivo recordings the LFP is typically due to dendritic processing of synaptic inputs, not firing of action potentials [14, 43, 53, 67]. The interpretation of LFP is difficult as it is a less local measure of neural activity than MUA; the LFP measured at any point will typically have sizable contributions from neurons located several hundred
micrometers away [5, 34, 36, 41–43, 45, 67, 90]. The analysis of LFP data has thus generally been restricted to the estimation of current source density (CSD), the volume density of net transmembrane currents through the neuronal membranes [53, 60, 65], based on linear (laminar) multi-electrode recordings [13, 14, 57, 75, 86]. While CSD analysis cannot separate out contributions from different spatially intermingled neuronal populations (unlike the newly developed laminar population analysis (LPA) [14]), the CSD is still easier to interpret than the less localized LFP signal. New silicon-based multicontact probes in various other geometrical arrangements, such as ‘multi-shank’ [9] or ‘needlepad’ [63], are rapidly being developed, and the inverse current-source density (iCSD) method has been introduced to estimate CSFs in such situations [37, 38, 65].

The estimation of CSD from measured LFP is a so-called ‘inverse problem’ which cannot be solved without imposing additional constraints on the form of the CSD [37, 38, 60, 65]. However, the corresponding ‘forward problem’, i.e., calculation of the LFP from a known CSD distribution, is well-posed [14, 37, 60, 65]. Likewise, the extracellular potential generated by neurons, both the LFP and the MUA, can be calculated if one knows the transmembrane currents through, and spatial positions of, all parts of the neuronal membranes, and also the extracellular conductivity in the surrounding medium [14, 22, 29, 43, 66, 67].

In the 1960s Rall used such a neuronal forward-modeling scheme to calculate extracellular potentials related to action-potential firing and synaptic interaction using simplified equivalent-cylinder geometries [73, 74]. Thirty years later Holt and Koch combined this scheme with compartmental modeling based on morphologically reconstructed pyramidal neurons, to calculate the extracellular signature of an action potential [29]. This modeling scheme has later been used to calculate other extracellular spike signatures of single neurons [21, 22, 51, 66], MUA from populations of firing neurons [67], and LFP from synaptically activated neurons and neuronal populations [14, 43, 67]. A convenient feature of the forward-modeling scheme is that due to the linearity of Maxwell’s equations, the contributions to the extracellular potential from the various neuronal sources add up linearly, and the calculation of extracellular potentials from joint activity in populations with thousands of morphologically reconstructed neurons may even be done on desktop computers [67].

In the next section we describe the biophysical origin of the extracellular potentials and the mathematical formalism connecting it to the underlying neural activity. In Section 1.3 we illustrate the biophysical forward-modeling scheme by investigating the LFP generated by a single pyramidal neuron activated by apical synapses. This example also illustrates some general salient features of LFP, in particular an unavoidable low-pass filtering effect due to the dendritic distribution of transmembrane return currents [43] (also in the absence of inherent frequency-dampening in the extracellular medium
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In Section 1.4 we describe results from a forward-modelling study of the influence of the dendritic morphology on the size and shape of the extracellular spike [66], and in Section 1.5 we correspondingly investigate the LFP and MUA generated by a synaptically activated model population of about 1000 morphologically reconstructed pyramidal neurons, mimicking the sensory-evoked response in a population of layer-5 neurons in rat whisker (barrel) cortex [67]. In Section 1.6 we discuss the problem of CSD estimation, and in particular outline the principles behind the iCSD method [37, 38, 65]. Some concluding remarks are given in the final section.

1.2 Biophysical origin of extracellular potentials

From an electrical point of view cortical tissue consists of a tightly packed collection of neurons and other cells embedded in a low-resistance extracellular medium filling less than a fifth of the total volume [64]. The low resistance of the extracellular medium implies that neighboring cells typically are electrically decoupled and that the difference between the extracellular potential recorded at different positions will be small, typically less than a millivolt. In contrast, the potential difference across the highly resistant cell membranes, that is, the membrane potential, is typically between 50 and 100 millivolts.

1.2.1 Biophysical forward-modeling formula

The extracellular potentials are generated by transmembrane currents, and in the commonly used volume conductor theory the system can be envisioned as a three-dimensional smooth extracellular continuum with the transmembrane currents represented as volume current sources [64]. In this theoretical framework the fundamental relationship describing the extracellular potential \( \phi(t) \) at position \( \mathbf{r} \) due to a transmembrane current \( I_0(t) \) at position \( \mathbf{r}_0 \) is given by [25, 64]

\[
\phi(\mathbf{r}, t) = \frac{1}{4\pi\sigma} \frac{I_0(t)}{|\mathbf{r} - \mathbf{r}_0|} .
\]

Here the extracellular potential \( \phi \) is set to be zero infinitely far away from the transmembrane current, and \( \sigma \) is the extracellular conductivity, assumed to be real, scalar (the same in all directions) and homogeneous (the same at all positions).

The validity of Eq. (1.1) relies on several assumptions:

A. Quasistatic approximation of Maxwell's equations: This amounts to neglecting the terms with the time derivatives of the electric field \( \mathbf{E} \) and the magnetic field \( \mathbf{B} \) from the original Maxwell's equation, i.e.,

\[
\nabla \times \mathbf{E} = -\frac{\partial \mathbf{B}}{\partial t} \approx 0 ,
\]

(1.2)
\[ \nabla \times \mathbf{B} = \mu_0 j + \mu_0 \epsilon_0 \frac{\partial \mathbf{E}}{\partial t} \approx \mu_0 j \quad \text{(1.3)} \]

so that the electric (Eq. 1.2) and magnetic (Eq. 1.3) field equations effectively decouple [25]. With \( \nabla \times \mathbf{E} = 0 \) it follows that the electric field \( \mathbf{E} \) in the extracellular medium is related to an extracellular potential \( \phi \) via

\[ \mathbf{E} = -\nabla \phi \quad \text{(1.4)} \]

For the frequencies inherent in neural activity, i.e., less than a few thousand hertz, the quasistatic approximation seems to be well justified (see, e.g., argument on p. 426 of [25]).

B. Linear extracellular medium: Linear relationship between the current density \( j \) and the electrical field \( \mathbf{E} \),

\[ j = \sigma \mathbf{E} \quad \text{(1.5)} \]

This constitutive relation is quite general, and \( \sigma \) in Eq. (1.5) may in principle be (i) a tensor, accounting for different conductivities in different directions [60], (ii) complex, accounting also for capacitive effects [64], and/or (iii) position-dependent, that is, vary with spatial position. (Note that Eq. (1.5) is valid only in the frequency domain. In the time domain \( j \) is generally given as a temporal convolution of \( \sigma \) and \( \mathbf{E} \) [4]. However, in the case of a frequency independent \( \sigma \), cf. point E below, Eq. (1.5) will also be valid in the time domain.)

C. Ohmic (resistive) medium: Imaginary part of the conductivity \( \sigma \) is assumed to be zero, that is, the capacitive effects of the neural tissue is assumed to be negligible compared to resistive effects. This appears to be well fulfilled for the relevant frequencies in extracellular recordings [46, 64].

D. Isotropic (scalar) extracellular conductivity: Conductivity \( \sigma \) is assumed to be the same in all directions, i.e., \( \sigma_x = \sigma_y = \sigma_z = \sigma \). Recent cortical measurements indeed found the conductivities to be comparable across different directions in cortical grey matter; in white matter, however, the conductivity was found to be anisotropic [46]. Early measurements on frog and toad cerebella also revealed anisotropy in the conductivity [60].

E. Frequency-independent extracellular conductivity: Conductivity \( \sigma \) is assumed to be the same for all relevant frequencies, i.e., \( \sigma(\omega) \) is constant. The validity of this assumption is still debated: while some studies have measured negligible frequency dependence [46, 60], other investigations have suggested otherwise [1–3, 20]; cf. chapter by Bedard and Destexhe in present volume.
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F. *Homogeneous extracellular conductivity*: Extracellular medium is assumed to have the same conductivity everywhere. This appears to be roughly fulfilled within cortical gray matter [46] and frog and toad cerebella [60], but maybe not in the hippocampus [47]. Further, white matter has a lower conductivity than cortical grey matter which in turn has a lower conductivity than the cell-free cerebrospinal fluid (CSF) [64].

While Eq. (1.1) requires all assumptions A-F to be fulfilled, the expression can be generalized to apply also for other situations. For example:

- If assumption E is violated and \( \sigma \) varies with frequency, Eq. (1.1) can still be used separately for each Fourier component \( I_0(\omega) \) of the transmembrane current \( I_0(t) \) with \( \sigma(\omega) \) inserted in the denominator of the equation. Since the extracellular potential \( \phi \) is linear in the transmembrane current \( I_0 \), a simple Fourier sum over the contributions from all Fourier components will provide the total extracellular potential [66]; see also chapter by Bedard and Destexhe in present volume.

- For the case where the conductivity is anisotropic, i.e., assumption D is violated, the equations still apply if the denominator \( 4\pi\sigma |r - r_0| \) is replaced by \( 4\pi \sqrt{\sigma_x \sigma_z (x - x_0)^2 + \sigma_\perp \sigma_x (y - y_0)^2 + \sigma_x \sigma_y (z - z_0)^2} \) [60].

- In situations with piecewise constant conductivities, for example with discontinuities in \( \sigma \) at the interfaces between grey and white matter or between the grey matter and the cortical surface, assumption F is violated. However, a generalized version of Eq. (1.1) can be derived based on the ‘method of images’ [14, 22, 61, 65].

Eq. (1.1) applies to the situation with a single transmembrane current \( I_0 \), but since contributions from several transmembrane current sources add linearly, the equation straightforwardly generalizes to a situation with many transmembrane current sources. With \( N \) current point sources the formula in Eq. (1.1) generalizes to

\[
\phi(r, t) = \frac{1}{4\pi\sigma} \sum_{n=1}^{N} \frac{I_n(t)}{|r - r_n|} .
\]  

In Fig. 1.1 we illustrate this formula for the situation where all transmembrane currents comes from a single compartmentalized 'ball-and-stick' neuron; it is clear that the measured extracellular potential will not only depend on the position of the electrode, but also the distribution of transmembrane currents.

Fig. 1.1 further illustrates an important 'conservation' law when calculating extracellular potentials due to neural activity: Kirchhoff’s current law
implies that the net transmembrane current (including the capacitive current) coming out of a neuron at all times must equal zero. Thus with the neuron depicted in Fig. 1.1 divided into \( N \) compartments, one must at all times have \( \sum_{n=1}^{N} I_n(t) = 0 \). Therefore a one-compartment model cannot generate any extracellular potential since the net transmembrane current necessarily will be zero. The simplest model producing an extracellular potential is a two-compartment model where transmembrane current entering the neuron at one compartment leaves at the other compartment. The simplest possible multipole configuration is thus the current dipole.

### 1.2.2 Numerical forward-modeling scheme

The numerical evaluation of extracellular potentials naturally splits into two stages [29, 43, 66, 67]:

1. Calculation of transmembrane currents for all neuronal membrane segments using multicompartment neuron models [79], typically using neural simulation tools such as NEURON [10] or Genesis [7].

2. Calculation of the extracellular potential on the basis of the modeled transmembrane currents and their spatial position using a forward-modeling formula similar to Eq. (1.6).

When a neuron is split into \( N \) compartments, the formula in Eq. (1.6) should be used with \( r_n \) corresponding to a characteristic 'mean' position for compartment \( n \), e.g., the center of a spherical soma compartment or the midpoint of a cylindrical dendritic compartment. This scheme corresponds to
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The so-called point-source approximation [29, 66] since all transmembrane currents into the extracellular medium from a particular compartment are assumed to go through a single point. Another scheme, the line-source approximation, assumes the transmembrane currents from each cylindrical compartment to be evenly distributed along a line corresponding to the cylinder axis [29, 66]. A line-source formula, analogous to the point-source formula in Eq. (1.6), can be found in Ref. [66] (Eq. 2). Unless otherwise noted all forward-modeling calculations with morphologically reconstructed neurons presented in this chapter use the line-source approximation. Further, a frequency-independent, scalar and homogeneous extracellular conductivity with a numerical value of $\sigma = 0.3$ S/m [25] is assumed.

1.2.3 Current-source density (CSD)

The forward-modeling formula in Eq. (1.6) can be mathematically reformulated as

$$\phi(r, t) = \frac{1}{4\pi\sigma} \iiint_V \frac{C(r', t)}{|r - r'|} d^3r' . \quad (1.7)$$

when we introduce the quantity $C(r, t) \equiv \sum_{n=1}^{N} J_n(t) \delta^3(r - r_n)$. Here $\delta^3(r)$ is the three-dimensional Dirac $\delta$-function, and the volume integral goes over all transmembrane currents. The quantity $C(r, t)$ is called the current source density (CSD), has dimension A/m$^3$, and is in general interpreted as the volume density of current entering or leaving the extracellular medium at position $r$ [53, 60, 64]. A negative $C(r, t)$ corresponds to current leaving the extracellular medium and is thus conventionally called a sink. Likewise, current entering the extracellular medium is called a source. The CSD is easier to relate to the underlying neural activity than the extracellular potential itself, and current-source density analysis has thus become a standard tool for analysis of the low-frequency part (LFP) of such potentials recorded with linear (laminar) multielectrodes [60, 65].

While Eq. (1.7) gives the numerical recipe for calculating the extracellular potential given the CSD, a formula providing the opposite relationship can also be derived. Following Refs. [60, 61, 64] we have for the situation with an ohmic extracellular medium that current conservation requires

$$\nabla \cdot j_{tot} = \nabla \cdot (\sigma E + j_s) = 0 \ , \quad (1.8)$$

where $j_s$ is the so-called impressed transmembrane currents entering the extracellular medium [61, 64]. With the additional use of Eq. (1.4) one obtains

$$\nabla \cdot \left( \sigma(r) \nabla \phi(r, t) \right) = -C(r, t) \ , \quad (1.9)$$

where $C(r, t) \equiv -\nabla \cdot j_s(r, t)$. This equation is not only valid for the case with position-dependent $\sigma$, but also when it depends on direction, i.e., is a
8CHAPTER 1. EXTRACELLULAR SPIKES AND CURRENT-SOURCE DENSITY ANALYSIS

tensor [60]. In the special case where $\sigma$ is isotropic and homogeneous, the
equation simplifies to

$$\sigma \nabla^2 \phi(r, t) = -C(r, t) \ . \tag{1.10}$$

This equation, called Poisson’s equation, is well known from standard electrostatics where it describes how potentials are generated by electrical charges (with the conductivity $\sigma$ replaced by the dielectric constant $\varepsilon$) [31]. As emphasized in Ref. [64], however, these two versions of Poisson’s equation represent different physical processes.

1.3 Local-field potential (LFP) from single neuron

1.3.1 Characteristic features of LFP

To illustrate the forward-modeling scheme and highlight some salient features of LFP we here calculate the extracellular potential around a reconstructed layer-5 model pyramidal neuron from cat visual cortex [48] receiving a single excitatory synaptic input in the apical dendrite. For simplicity the neuron is considered to have purely passive neuronal membranes and to be excited by a synaptic input current $I_s(t)$ modeled as an $\alpha$-function, that is,

$$I_s(t) = I_0 t/\tau_s e^{1-t/\tau_s} \theta(t) \ , \tag{1.11}$$

where $\theta(t)$ is the Heaviside unit step function. A time constant $\tau_s = 1$ ms is chosen, and $I_0$ is set to give a peak EPSP amplitude in the soma of about 0.5 mV. The model is linear, that is, all calculated extracellular and intracellular potentials are proportional to $I_0$, making the model somewhat easier to analyze than when non-linear currents are involved. However, most qualitative features is expected to be unchanged if we, e.g., considered excitation by a set of conductance-based synapses instead.

In Fig. 1.2A we show the calculated extracellular potential traces at a set of positions outside the neuron. An important feature which is immediately apparent is that the shape and amplitude of the extracellular potentials depend on position. Near the apical synaptic input the extracellular signature is always negative, reflecting that the excitatory current-synapse providing a current sink dominates the sum in the forward-model formula, cf. Eq. (1.6). At positions close to the soma the extracellular potential is always positive, reflecting that return currents in the soma area dominate the sum. At other positions, for example above the synapse, a biphasic extracellular potential is observed. Interestingly, there is not a monotonous decay of the amplitude with distance from the synaptic input: large extracellular responses are observed close to the soma, almost a millimeter away.

Another important feature is the observed increased half-width of the extracellular potentials recorded close to the soma compared to those in the vicinity of the synaptic input. This is illustrated by the two insets
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Figure 1.2: Calculated extracellular potentials following an excitatory synaptic input into purely passive neuron models. The synapse is current-based and modeled as an α-function \( I_s(t - t_{syn}) \) (Eq. 1.11) with \( \tau_s = 1 \) ms, \( I_0 = 0.1 \) nA and the onset time \( t_{syn} \) set to 10 ms. (A) Results for reconstructed L5 pyramidal neuron from Ref. [48] with active channels removed. Passive parameters: membrane resistivity \( R_m = 30000 \) Ω cm\(^2\), axial resistivity \( R_a = 150 \) Ω cm, membrane capacitance \( C_m = 0.75 \) μF/cm\(^2\). Potentials are shown in a 20 ms window starting 2 ms prior to synaptic onset. Dashed circle denotes position of synapse. (B) Results for analogous two-compartment neuron model. The apical (top) and soma (bottom) compartments have resistive \( (r_a, r_s) \) and capacitive \( (c_a, c_s) \) membrane elements, are connected to each other via the resistance \( r_{as} \). The same synaptic current as in A is inserted into the apical compartment. Model parameters: \( r_a = 318 \) MΩ, \( r_s = 95 \) MΩ, \( r_{as} = 358 \) MΩ, \( c_a = 71 \) pF, \( c_s = 236 \) pF. The point-source approximation is used, cf. Eq. (1.6). (C) Normalized transmembrane currents at the synaptic input segment and at the soma for the pyramidal neuron in A. Half-widths are 2.5 ms and 6.5 ms, respectively. (D) Synaptic input current, return current, and net transmembrane current for the apical compartment in two-compartment model. Half-widths are 2.5 ms, 2.3 ms and 5.2 ms, respectively. (E) Normalized membrane potential for synaptic input segment and soma segment for the pyramidal neuron model. Half-widths are 4.1 ms and 33 ms, respectively. (F) Normalized membrane potential of apical and soma compartments of two-compartment model. Half-widths are 13 ms and 38 ms, respectively. Extracellular potentials in insets in A and B are scaled arbitrarily.
showing magnified extracellular potential traces in Fig. 1.2A. In the upper inset close to the synapse the width is 4.2 ms, while the width at the lower inset close to soma is 7.1 ms, both widths measured at 50% of the trace’s peak amplitudes. Thus the extracellular potential close to the synaptic input contains higher frequencies than the extracellular potential far away from the synaptic current generator.

This feature can be understood on the basis of passive cable properties of the neuron. The transmembrane currents dominating the extracellular potentials close to the soma have been low-pass filtered and have a wider temporal profile compared to the transmembrane currents close to the synaptic input. This is illustrated in Fig. 1.2C where the transmembrane current profile is seen to have a much larger half-width at the soma (~6.5 ms) compared to at the dendritic segment containing the synapse (~2.5 ms).

An analogous low-pass filtering is seen from the temporal shapes of the apical and somatic membrane potentials, respectively, in Fig. 1.2E. Here the apical EPSP peaks already a couple of milliseconds after synaptic onset and has a half-width of about 4 ms. In contrast the somatic EPSP peaks about 15 ms after synaptic onset and has a half-width of more than 30 ms. The low-pass filtering effect is thus stronger for the membrane potential than for the transmembrane current, and thus also compared to the extracellular potentials.

In Fig. 1.2B we further show calculated extracellular potential traces for an analogous two-compartment model, the simplest neuron model that produces an extracellular potential. The spatial extension corresponds to the distance between the single synapse and the soma for the reconstructed neuron in Fig. 1.2A. This model has only five parameters, the resistances \( r_a, r_s \) and capacitances \( c_a, c_s \) of the apical and soma compartments, respectively, and the intercompartment resistance \( r_{as} \).

The pattern of extracellular responses in the two-compartment model is seen to resemble the pattern for the reconstructed pyramidal neuron in that large negative responses are observed close to the apical compartment while large positive responses are observed close to the soma compartment. However, in the two-compartment model the net transmembrane current in the soma compartment is forced by Kirchhoff’s current law to be identical in size, but with opposite sign, compared to the apical compartment. What goes in at one compartment, must leave at the other. Since only these two compartments contribute to the sum in the forward-modeling formula for the extracellular potential (that is, \( N = 2 \) in Eq. 1.6), the temporal form of the extracellular potential will be the same everywhere; only the sign and size of an overall amplitude will vary. This is illustrated by the two insets showing magnified extracellular traces in Fig. 1.2B which both have half-widths of 11.3 ms. There is thus no position-dependent filtering of frequency components in the two-compartment model. At least three neuron compartments are needed to capture such an effect.
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There is, however, low-pass filtering also inherent in the two-compartment model as illustrated by the larger half-width of the extracellular potential (11.3 ms) observed in Fig. 1.2B compared to the half-width of the synaptic input current (2.5 ms) in Fig. 1.2D. This reflects that in a two-compartmental model like this, where both compartments have a resistive and a capacitive component, the axial current going between the compartments is not equal to the imposed synaptic current in the apical compartment. Instead it is the difference between the synaptic current and the return current of the apical compartment. This axial current corresponds in magnitude to the net transmembrane currents at the two compartments, and as illustrated in Fig. 1.2D these net transmembrane currents are both smaller in amplitude and temporally wider than the synaptic current. In Fig. 1.2F we in fact observe an even larger low-pass filtering effect for the membrane potential compared to results for the reconstructed model neuron in Fig. 1.2E.

In Lindén et al. [43] we discuss in detail how the LFP patterns depend on neuronal morphologies, spatial positions of the driving synapse, as well as electrode recording positions.

1.3.2 Low-pass filtering of LFP

The frequency content of LFP and EEG signals has attracted significant interest in particular since power laws, i.e., power spectra scaling as $1/f^\alpha$, have commonly been observed [2, 4, 8, 18, 27, 44, 50, 52, 55, 70]. Suggested explanations of these observed power laws have invoked a variety of neural network mechanisms [19, 39, 50, 52], as well as frequency filtering inherent in the extracellular medium [2, 4, 19]. The results above, elaborated in [43], point to an additional source of frequency filtering of the LFP and EEG: extended dendritic morphologies will due to their passive cable properties unavoidably give a separate frequency-filtering effect for the extracellular potentials. In fact there are two dendrite-based filtering mechanisms: (i) a higher fraction of the apical synaptic input current will propagate to the soma for low frequencies than high frequencies, and (ii) extracellular potentials recorded far away from the synaptic input current will have more low frequencies than those recorded close to the input current due to the low-pass filtering of the return current by the dendritic tree. The simple two-compartment model only displayed the first type of filtering, while the reconstructed pyramidal neuron model displayed both types.

A comprehensive investigation of these filtering effects is beyond the scope of this chapter; for this we refer to Lindén et al. [43]. However, some example results illustrating the important principles are shown in Fig. 1.3. The same pyramidal neuron as in Fig. 1.2A is considered, now with sinusoidal currents $I_s(t) = I_0 \cos(2\pi ft)$ inserted at ten apical synapses. The extracellular potential is simulated along an axis oriented perpendicular to the primary apical dendrite at the level of the soma.
Figure 1.3: Illustration of frequency-filtering of LFP for the passive layer-5 pyramidal model neuron in Fig. 1.2A receiving simultaneous sinusoidal input currents $I_x(t) = I_0 \cos(2\pi ft)$ at 10 apical synapses (red dots in middle panel). The middle panel shows the envelope (amplitude) of the sinusoidally varying extracellular potential plotted at different lateral positions at the level of the soma (x-direction). The left panel shows the envelope of the linear current-source density of the return current along the depth direction (z-direction) for $f=10$ Hz and $f=100$ Hz. The right panel shows the relative magnitude of envelopes of the extracellular potential as a function of frequency for different lateral distances from the soma. Here curves are normalized to unity for the lowest frequency considered, $f=10$ Hz.
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The amplitude of the extracellular potential is plotted in the main (middle) panel. The most obvious feature is the amplitude differences in the extracellular potential for the different frequencies: the amplitude is much larger for the lowest frequency (\(f = 10\) Hz) than for the highest frequency (\(f = 100\) Hz), even with the same input current amplitude \(I_0\).

The somatic transmembrane current is usually the most important source for the extracellular potential for proximal recordings at the level of soma. As the frequency increases, the current profile of the return currents tend to become more localized around the synaptic inputs, i.e., a larger fraction of the current returns through the dendrites near the synapses. This is clearly seen in the current profile to the left in Fig. 1.3. The 100 Hz sinusoid has a much larger current apically, and a much smaller current basally, than the 10 Hz sinusoid.

In the right part of Fig. 1.3 we illustrate how the low-pass filtering effect of the extracellular potential depends on the distance from soma. Here all curves are normalized to unity for the lowest frequency considered, \(f=10\) Hz. When the frequency is increased, more of the current return apically, further away from any recording position at the depth level of the soma. This implies that the extracellular potential becomes smaller, since the difference in distances between the contributions to the potential from the synaptic input current and the return current will be smaller. Since the distance between the synaptic current generator and the return currents is relatively larger for recordings near the soma than for recordings further away in the lateral direction, the frequency decay of the extracellular potential will be steeper near the soma (small \(x\)) than for the distal recordings (large \(x\)).

The decay in extracellular amplitude as a function of frequency is not only seen in recordings at the level of the soma, but is also prominent for recordings at the level of the synaptic input (results not shown). The reason is the same: the potential is the sum of the transmembrane currents weighted inversely with distance to the sources, and when the typical distance between the synaptic current generator and the return currents gets smaller, the extracellular potential will also become smaller.

The low-pass filtering effect described here is a general feature always present for spatially extended neuronal-membrane structures [43], and in the next section we will show its impact on the extracellularly recorded signature from an action potential.
Extracellular vs. intracellular potentials. Intracellular and extracellular potentials are often confused: modelers sometimes compare their model predictions of intracellular potentials (which are easier to model) with recorded extracellular potentials (which are easier to measure). As seen in Figs. 1.2 and 1.4 the connection between intracellular and extracellular is not trivial, however. A light-hearted metaphor is illustrated by the above map of the Oslo subway system. With its branchy structure of different lines (‘dendrites’) stretching out from the hub at Oslo Central Station (‘soma’), the subway system resembles a neuron. If we pursue this analogy, the subway stations (marked with dots) may correspond to ‘neuronal compartments’ and the net number of passengers entering or leaving the subway system at each station to the net ‘transmembrane current’ at this compartment. If more passengers enter than leave the subway system at a point in time, it means that the number of people in the subway system, i.e., the ‘intracellular membrane potential’, increases. (If we introduce a ‘capacitive current’ corresponding to the change in the number of people inside each station, we can even get a ‘current conservation law’.) The intracellular soma membrane potential, crucial for predicting the generation of neuronal action potentials (which luckily have no clear analogy in normal subway traffic), would then correspond to the number of passengers within the subway station at Oslo Central Station. The extracellular potential on the other hand would be more similar to what could be measured by an eccentric observer counting passengers flowing in and out of a few neighboring subway stations (with binoculars on the top of a large building maybe). While the analogy is not perfect, it should illustrate that intracellular and extracellular potentials are correlated, but really two different things. Adapted from Ref. [68].
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Figure 1.4: (A) Calculated extracellular signature of an action potential in layer-5 pyramidal model neuron taken from Ref. [48]. Neuron is stimulated with apical excitation and basal inhibition similar to ’stimulus input pattern 1’ (SIP1) in Ref. [67]. Traces show extracellular potential in 5 ms window around time of spiking. Thick lines correspond to 20 µV scaling, thin lines to 5 µV scaling. Extracellular potentials in the two insets are scaled arbitrarily. (B) Somatic membrane potential during simulation. Inset shows soma potential for same 5 ms time window as for the extracellular potentials in A.
1.4 Extracellular signatures of action potentials

1.4.1 Example forward-modeling result

In a typical single- or multielectrode recording spikes from tens of neurons may be intermingled [9]. When developing automated algorithms for detecting and sorting these spikes according to their true neural source [15, 16, 26, 35, 40, 69, 71, 72, 77, 80, 82, 85, 88], several issues arise: For example, which types of neurons are most likely to be seen in the recordings, which neuronal parameters are important for the spike amplitude and shape, and which parameters determine the decay of the spike amplitude with increasing distance from the neuron? These are important questions also for the interpretation of multi-unit activity (MUA), the high-frequency content of the extracellular potential [14, 66, 67, 78, 86], and for the question of why the firing of neurons in the brain appear to be so sparse [81].

An example forward-modeling result for the extracellular potential related to an action potential is shown in Fig. 1.4A. Again the layer-5 pyramidal model neuron of Ref. [48] is used, this time including active conductances. A combined pattern of apical excitation and basal inhibition is used to excite the action potential, similar to what is labeled ‘stimulus input pattern 1’ (SIP1) in Ref. [67]. The largest extracellular responses are seen closest to the soma (thick lines in Fig. 1.4A). As the shortest distance considered is as large as 100 μm, the spike amplitudes depicted in the figure are nevertheless all smaller than 20 μV (see Fig. 3 in [67] for a close-up picture of spike shapes closer to the soma). The lowest inset in the figure, showing a magnified extracellular potential, illustrates the typical shape of recorded extracellular spikes: a sharp, deep dip (sodium phase) followed by a shallower, but longer-lasting, positive bump (potassium phase).

As for the spatial LFP patterns in Fig. 1.2, the extracellular spike is also seen to have an inverted sign apically compared to basally. Further, a position-dependent low-pass filtering effect is also observed: the magnified extracellular potential in the top inset in Fig. 1.4A is seen to be wider than at the lower inset closer to the soma. With the extracellular spike-width defined as the width of the sodium phase at 25% of its maximum, a widening from 0.625 to 0.75 ms is observed. This implies that the higher frequencies attenuate faster than the lower frequencies when moving away from the soma. A spike-width increase with increasing distance from the soma has been seen experimentally, and explanations for this in terms of extracellular-medium effects has been suggested [1, 3]. However, it is still debated whether such effects are present in cortical tissue: while some investigators have measured low-pass filtering effects in the extracellular medium [20], other investigators found no such effect [46, 60].

Below we outline how the neuron morphology, combined with its cable properties, can provide an alternative, or supplementary, explanation
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Figure 1.5: (A) Pyramidal layer-5 neuron used in investigation of extracellular spikes [66]. (B) Upper: 'Standard' action potential (AP) used in model study, half-amplitude spike width is 0.55 ms. Lower: Typical shape of corresponding extracellular spike near soma for 'standard' AP. Extracellular spike width is 0.44 ms (see text for definition). (C) Stellate layer-4 neuron used in investigation [66]. (D) Frequency spectrum of intracellular voltage for 'standard' AP in B, and a corresponding 'narrow' AP with identical form but exactly half the spike width. (E) Frequency spectrum of extracellular voltage traces of 'standard' spike in B (solid), and corresponding extracellular voltage trace for 'narrow' spike (dashed). Reconstructed neuron morphologies taken from Ref. [48]. See Ref. [66] for further information.
for the distance-dependent low-pass filtering effect of extracellular spikes [66]. Section 1.2 explained why a neuron model has to contain at least two compartments to produce an extracellular potential at all, and in Section 1.3 it was shown that a two-compartment model could not produce any distance-dependent low-pass filtering effect. In Ref. [66] we investigated the effect of the neuronal morphology and the passive dendritic parameters on the extracellular spike signature in detail, in particular the distance dependence of the spike amplitude and low-pass filtering. A variety of neuronal morphologies was considered, both morphologically reconstructed pyramidal (Fig. 1.5A) and stellate cells (Fig. 1.5C) and simplified models built up of dendritic sticks (‘ball-and-stick’, ‘ball-and-star’, ‘ball-and-bush’, cf. Fig. 1 in Ref. [66]). While the shape of the intracellular action potential vary from neuron to neuron, we wanted to focus on how the dendritic structure affects the relationship between the intracellular and extracellular potentials [28, 88]. We thus imposed a standardized intracellular action potential (cf. Fig. 1.5B) in the somas of the neurons in the numerical evaluation of the extracellular spike signatures. In accordance with the qualitative observation in Fig. 1.4A all neuron models were found to exhibit a distance-dependent low-pass filtering effect, that is, larger spike widths further away from soma, cf. Figs. 6 and 7 in Ref. [66]. However, the amplitudes of the spikes were found to be quite different, both their size and their dependence on distance from soma. For example, with identical intracellular action potentials, the spike-amplitude 60 µm away from soma was found to be about 40 mV for the pyramidal neuron, but only about 10 mV for the stellate neuron.

To obtain a better understanding of the phenomenon we also developed a conceptually simpler and more intuitive theory accounting for the observed variation in spike shape and amplitude [66]. This theory also produced analytical predictions of the dependence of the spike amplitude on the dendritic parameters, predictions that later were confirmed by numerical calculations. The essential idea behind the theory is that during an action potential, the soma can be viewed as a voltage source driving current into the soma-attached dendrites, and that the size and shape of the extracellular signature will qualitatively depend on (i) the magnitudes of the axial currents entering the dendrites from the soma, (ii) what distances from the soma the imposed axial currents on average returns through the dendritic membranes and (iii) the number and geometrical arrangement of dendrites. In fact it was found that many of the salient features of the extracellular spike could be understood by considering the simple ball-and-stick neuron model where the soma is modeled as a single compartment and the dendrite as a simple cable stick [33, 66]. With the soma considered as a voltage source, the various soma-attached dendrites are effectively decoupled from each other. Consequently the total extracellular potential generated by a more complex neuron can be approximated as a superposition of contributions from a collection of soma-attached dendritic sticks pointing in different
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1.4.2 Dendritic sticks and AC length constant

A concept we found essential to get both an intuitive and quantitative handle on the crucial spatial distribution of the return current along the dendritic stick, is the so called alternating current (AC) length constant [66].

Imagine a ball-and-stick neuron model (cf. Fig. 1.6) where the dendritic stick is infinitely long. This infinite ball-and-stick neuron is assumed to receive a constant (DC) somatic transmembrane current. Since the membrane currents at all times have to sum to zero, the same amount of current has to return to the extracellular medium through the dendritic stick. The density function of the dendritic return current has the functional form of an exponential decay with the length constant (or space constant) \( \lambda \) describing the steepness of the decay [12, 66]. More precisely, the length constant is the dendritic position where the steady-state transmembrane return current has decreased to \( 1/e \) of its value at the soma end, or equivalently, \( \lambda \) is the position where the dendritic return current has its center of gravity. The center of gravity is then defined as the mean of the normalized transmembrane current density weighted by dendritic position.

The length constant is not only useful for describing the neuron's intrinsic qualities (for example electrotonic compactness), it is also useful for understanding the extracellular potentials generated by the neuron. For example, when computing the extracellular potential far away from the neuron (far-field limit), the ball-and-stick neuron model can be approximated by a dipole model [66]. The parameters of the dipole model will then be the dipole current, which equals the somatic current, and the dipole size, which essentially is given by the dendritic length constant, cf. Fig. 1.7.A. For infinite dendritic sticks under the DC condition this length constant is given by

\[
\lambda = \sqrt{dR_m/4R_i},
\]

where \( d \) is the stick diameter, \( R_m \) is membrane resistivity [\( \Omega \text{cm}^2 \)] and \( R_i \) is the axial resistivity [\( \Omega \text{cm} \)] [12].

As the length constant is important for understanding several aspects of a neuron (electrotonic compactness, extracellular far-field potential), it is useful to define a general length constant which is not restricted to infinite sticks and DC conditions. In analogy to the definition of the standard DC space constant \( \lambda \), Ref. [66] define the AC length constant, \( \lambda_{AC}(\omega) \), to be the mean of the absolute value of the current density amplitude weighted with distance, when the dendritic stick is driven by a sinusoidal voltage in the soma-end of the stick. This length constant will be frequency dependent through the angular frequency \( \omega = 2\pi f \). For a finite stick this corresponds to (in complex notation)

\[
\lambda_{AC}(\omega) = \frac{\int_0^L |\hat{J}_m(z)|dz}{\int_0^L |\hat{J}_m(z)|dz},
\]

(1.12)
Figure 1.6: Illustration of ball-and-stick neuron and its frequency-dependent dipole sizes and corresponding far-field limits. (A) For high frequencies (hf), the center of gravity (blue arrow) of the dendritic return current is close to soma. Therefore, the AC length constant $\lambda_{hf}$ is small and transition to the far-field limit occurs around a distance $d_{hf}$, relatively close to the neuron. Inset: Transmembrane return-current profile along an infinite dendritic stick for different frequencies [66]. Parameter: stick diameter 2 mm, membrane and axial resistivities $R_m$ = 30000 $\Omega\text{cm}^2$, $R_i$ = 150 $\Omega\text{cm}^2$, membrane capacitance $C_m$ = 1 $\mu\text{F/cm}^2$. $\lambda_{AC}^\infty$ is 317 mm, 145 mm, 103 mm, and 84 mm for 100 Hz, 500 Hz, 1000 Hz, and 1500 Hz, respectively. (B) For low frequencies (lf) the AC length constant $\lambda_{lf}$ is relatively large and the far-field limit is reached for a larger distance $d_{lf}$ than for the higher frequency in A. Inset: AC length constant $\lambda_{AC}(\omega)$ as a function of frequency for ball-and-stick models of different length; parameter values for diameter, resistivity and capacitance are the same as in A.
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where the stick is assumed to be extended along the positive z-axis from 
z = 0 (soma end) to z = l. \( \hat{i}_{m}(z) \) denotes the complex transmembrane 
current density at position z along the stick (where the real part corresponds 
to the physical transmembrane current). In the inset in Fig. 1.6A we show 
normalized values for \( |\hat{i}_{m}(z)| \) as a function of distance from the soma for 
an infinite ball-and-stick neuron for different frequencies. The higher the 
frequency, the closer to the soma the return current is seen to be. This is 
reflected in the frequency-dependence of the AC length constant \( \lambda_{AC}(\omega) \) as 
seen in the inset of Fig. 1.6B: the highest frequencies have the shortest AC 
length constants. This latter panel also shows that shorter dendritic sticks 
have shorter \( \lambda_{AC}(\omega) \), as expected since the closed ends will force the return 
currents out closer to the soma. This effect will be most pronounced for the 
lower frequencies.

For an infinite stick an analytical formula can be found for the AC length 
constant. In this special case Eq. 1.12 reduces to [33, 66]

\[
\lambda_{AC}^\infty(\omega) = \lambda \sqrt{2/[1 + \sqrt{1 + (\omega \tau)^2}]},
\]

(1.13)

where \( \tau \) denotes the membrane time constant, \( \tau = R_m C_m \).

1.4.3 Low-pass filtering for the ball-and-stick neuron

In Ref. [66] numerical investigations of the extracellular signature of action 
potentials in ball-and-stick neurons also revealed a characteristic spike-width 
increase when moving away from soma, similar to what is seen for the pyramididal neuron in Fig. 1.4A. Here we will outline how a reduced model, a dipole 
model with a soma compartment attached to a conflated dendritic stick, can
explain the phenomenon. In Section 1.3 we showed that a two-compartment neuron model, i.e., a dipole model with a fixed dipole length, cannot express such position-dependent low-pass filtering. The crucial element introduced here is that the dipole model must have a frequency-dependent dipole length based on $\lambda_{AC}$.

Far away (i.e., far-field limit) from a current dipole with current strength $I$ and length $L$ the extracellular potential is given by [31, 66]

$$
\phi_{\text{far, d}}(r, \theta) = \frac{1}{4\pi \sigma} \frac{IL}{r^2} \cos \theta ,
$$

(1.14)

when polar coordinates are used, cf. Fig. 1.5A. This model shows a $1/r^2$ decay when moving in any direction where $\theta$ is fixed. However, when moving perpendicular to the dipole (e.g., along the $r$-axis in Fig. 1.5A) the extracellular potential decays as a quadrupole, i.e., as $1/r^3$ [66].

The distance dependence is more complicated for proximal extracellular potentials than for far-field potentials. Close to the soma compartment, the soma current will dominate the potentials, and in this region the distance dependence will be given by the monopole expression

$$
\phi_m(r, \theta) = \frac{1}{4\pi \sigma} \frac{I}{r} ,
$$

(1.15)

that is, the amplitude decays as $1/r$. This dipole neuron model therefore predicts a transition in the power of the distance dependence of the extracellular potential from $-1$ close to the soma to $-2$ (or $-3$) in the far-field limit.

If the soma membrane potential oscillates at an angular frequency $\omega$, current will flow from the extracellular medium through the soma and up into the dendritic stick with the same frequency with an amplitude we denote $I(\omega)$. A simple model for the generated extracellular potential around the ball-and-stick neuron can now be made: Near the soma the amplitude of oscillating extracellular potential can be described by Eq. (1.15) with $I$ replaced by $I(\omega)$, and in the far-field limit the extracellular potential amplitude can be described by Eq. (1.14) with $I$ replaced by $I(\omega)$ and $L$ with $\lambda_{AC}(\omega)$ from Eq. (1.12) [66]. From the dendrite's point of view the soma action potential can be seen as a voltage source enforcing the characteristic intracellular voltage waveform. Since the dendritic stick itself has linear response properties, this waveform can be Fourier decomposed, and each frequency can be treated separately. The extracellular signature of the action potential can thus be found by a simple linear superposition [66].

The extracellular signature at a particular position will depend crucially on whether the frequency components are in the 'close-to-soma-regime' (Eq. 1.15), in the 'far-field limit' (Eq. 1.14), or somewhere in between. The following question thus arises: what decides the distance for which the far-field limit is reached? Clearly, the transition to the far-field limit must
depend on the dipole length, that is, $\lambda_{AC}(\omega)$. Thus the transition to the far-field limit for each component will depend on frequency. Further, since the highest frequencies will have the smallest $\lambda_{AC}(\omega)$, these components will reach the far-field limit (where the distance-decay is sharper and the signal rapidly diminishes) closer to soma. Fig. 1.6 illustrates this low-pass filtering effect for the dipole-model approximation of the ball-and-stick neuron.

### 1.4.4 Parameter dependence of spike amplitude

In addition to explaining the position-dependent low-pass filtering of the extracellular spike, the dipole model approximation of the ball-and-stick neuron can also explain essential features of the size and distance dependence of the spike-amplitude [66]: For the infinite ball-and-stick neuron it is possible to derive an analytical expression for the frequency-dependent transfer function $T$ describing how a soma membrane potential 'transfers' to an extracellular potential. With a complex notation (boldface) the soma membrane potential for a given angular frequency $\omega$ can be represented as $V_0(t; \omega) = \tilde{V}_0(\omega)e^{j\omega t}$, where $\tilde{V}_0$ contains both the amplitude and phase of the sinusoidal potential and $j = \sqrt{-1}$. The physical soma membrane potential will then be the real part of this complex quantity, $V_0(t; \omega) = \text{Re}\{V_0(t; \omega)\}$. The complex Fourier amplitude of the extracellular potential $\tilde{\Phi}(r, \omega)$ for a ball-and-stick model can thus be related to the complex soma potential $V_0(\omega)$ through the transfer function $T(r, \omega)$, i.e., $\tilde{\Phi}(r, \omega) = T(r, \omega)\tilde{V}_0(\omega)$ [66]. Since the DC-subtracted intracellular somatic action potential $V_0(t)$ can be expressed by a Fourier series, $V_0(t) = \sum_{k=1}^{\infty} \text{Re}\{\tilde{V}_0(\omega_k)e^{j\omega_k t}\}$, the measured extracellular response to any such DC-subtracted somatic action potential can be expressed as

$$\phi(\rho, z, t) = \sum_{k=1}^{\infty} \text{Re}\{T(r, \omega_k)\tilde{V}_0(\omega_k)e^{j\omega_k t}\} \quad (1.16)$$

The transfer function for the ball-and-stick neuron has a rather complex analytical form [66]. To investigate the parameter dependence of the spike amplitude we instead use the much simpler dipole model with a frequency-dependent dipole length given by the length constant of the infinite ball-and-stick model in Eq. (1.13).

Near the soma the monopole contribution from the soma membrane current will dominate, and the extracellular potential will decay as $|\tilde{\Phi}(\omega)| \sim |\tilde{I}(\omega)|/4\pi\sigma r$, where the somatic membrane current $\tilde{I}$ is related to the somatic membrane potential through the dendrite’s admittance, $\tilde{I} = \tilde{Y}\tilde{V}_0$, see [66]. The transfer function $T$ will therefore be given by $\tilde{Y}/4\pi\sigma r$ in the near-field approximation, and for high frequencies ($\omega \tau \gg 1$), the transfer function can be shown to be [66]

$$|T_{\text{near}}| \sim \frac{d^{3/2}}{\sigma r} \left( \frac{fC_m}{R_1} \right)^{1/2} \quad (1.17)$$
In the far-field approximation the potential is given by the dipole or quadrupole expressions (when moving laterally, see above), \( \Phi(\omega) \sim \hat{I}(\omega)L/4\pi \sigma r^2 \) or \( \Phi(\omega) \sim \hat{I}(\omega)L^2/4\pi \sigma r^3 \), respectively [66]. We then assume \( L \approx \lambda_{AC}^\infty(\omega) \) (Eq. 1.13), and for \( \omega \tau \gg 1 \) we have \( \lambda_{AC}^\infty(\omega) \sim \lambda/\sqrt{\omega\tau} \sim \sqrt{d}/fR_iC_m \). With a reasonable time constant such as \( \tau = 20 \) ms, this high-frequency approximation holds for frequencies \( f \gg 8 \text{ Hz} \), i.e., all the dominant frequencies of the action potential. The far-field transfer functions can with these assumptions be shown to be [66]

\[
|T_{\text{far,d}}| \sim \frac{d^2}{\sigma r^2 R_i} \; , \; \; |T|_{\text{far,q}} \sim \frac{d^{5/2}}{\sigma r^3 f^{1/2} R_i^{3/2} C_m^{1/2}} , \tag{1.18}
\]

where ‘far,d’ means far-field dipole expression and ‘far,q’ means far-field quadrupole expression (applicable when moving perpendicular to the ball-and-stick neuron [66]). In Pettersen and Einevoll [66] a host of numerical simulations were done to investigate to what extent these analytical predictions are accurate, not only for individual frequency components but also for the full action potential. The numerical calculations indeed confirmed their validity, cf. Fig. 9 in Ref. [66].

The transfer-function expressions in Eqs. (1.17) and (1.18) give some interesting qualitative insights:

1. Close to the soma the higher frequencies are amplified compared to the low frequencies, \( |T| \sim \sqrt{f} \). Thus close to the soma the extracellular action potential will typically appear sharper than the intracellular action potential.

2. Far away this high-frequency amplification is either vanished (‘far,d’, \( |T| \sim f^0 \)) or reversed (‘far,q’, \( |T| \sim 1/\sqrt{f} \)).

3. \( |T| \) is independent of the memraner resistivity \( R_m \).

4. \( |T| \) decreases with increasing intracellular resistivity \( R_i \).

5. \( |T| \) may, depending on distance from soma, increase or decrease with increasing capacitance \( C_m \).

6. \( |T| \) increases with increasing dendritic diameter \( d \), that is, \( T \sim d^k \) where \( k = 1.5 - 2.5 \).

While Eqs. (1.17) and (1.18) were derived for a simple ball-and-stick, similar expressions can easily be derived for more complicated neuron models, see Ref. [66] for details. For example, for the linear quadrupole model depicted in Fig. 1.7B the quadrupolar far-field expression in Eq. (1.18) applies in all angular directions [66].

The last entry in the above list (point 6) suggests an important connection between the extracellular spike amplitude and the dendritic diameters.
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Since the contributions from different soma-attached dendrites add up, the point suggests a rule of thumb: A neuron’s extracellular spike amplitude is approximately proportional to the sum of the dendritic cross-sectional areas of all dendritic branches connected to the soma [66]. Thus, neurons with many, thick dendrites connected to soma will produce large-amplitude spikes, and will therefore have the largest radius of visibility.

In Ref. [66] we confirmed this rule of thumb for the two morphologically reconstructed cells shown in Fig. 1.5A and C. The pyramidal neuron had more soma-attached dendrites than the stellate cell (11 vs. 6) and they were thicker as well (average diameter of 3.0 μm vs. 2.1 μm). In the numerical simulations the ratio between the peak-to-peak extracellular spike amplitudes of the pyramidal and stellate neurons were found to be 3.3, 3.7, and 4.0 at 20 μm, 60 μm, and 100 μm distances, respectively (see Table 1 in [66] for details). The above rule of thumb (|T| ∼ d²) predicts this ratio to be 4.5, in reasonable agreement with the numerical results. The agreement is even better if one considers that the d²-rule is expected to be best far away from the soma. Strictly speaking, a d³/²-rule is predicted close to the soma (Eq. 1.17). The latter rule predicts the ratio to be 3.3, exactly what is calculated for the smallest distance (20 μm).

1.4.5 Active dendritic conductances

So far, we have only considered action potentials from neurons with electrically passive dendrites. This assumption makes the problem of translating intracellular potentials in the soma to extracellular potentials recorded outside the neuron linear and, importantly, independent of the detailed form of the intracellular action potential, i.e., independent of the detailed properties of the active soma conductances responsible for generating the action potential. Thus the analytical insights reviewed in the previous subsection apply in principle to all different intracellular action-potential waveforms.

However, real neurons have active conductances also in the dendrites [83]. In general, this makes the problem nonlinear, and the trick of considering each frequency component of the action potential separately is no longer applicable. Instead one has to use comprehensive compartmental models including all active conductances explicitly. Gold and coworkers [21, 22] have done thorough investigations of the extracellular signatures of spikes from pyramidal neurons in hippocampus CA1 and fitted compartmental models to reproduce simultaneously recorded intracellular and extracellular waveforms. An important result from their studies was that extracellular waveforms provide tighter constraints on the model parameters than the intracellularly recorded somatic action potentials. This suggested that extracellular action potentials could be a good source of data for constraining compartmental models [21].

Their results are also in qualitative agreement with many of the obser-
vations seen above for the purely passive dendrites: (i) the spike width was seen to increase with distance from the soma (cf. Fig. 5A in Ref. [22]), (ii) the amplitude was seen to decay with soma distance with a power between 1 and 2 for distances less than 50 μm (cf. Fig. 14 in Ref. [22]), and (iii) the amplitude was seen to change significantly to varying intracellular resistivity $R_i$ and capacitance $C_m$, but not so much to varying membrane resistivity [21].

1.5 Extracellular potentials from columnar population activity

In Sections 1.3 and 1.4 we considered extracellular potentials generated by activity in single neurons. Extracellularly recorded signals like LFP and MUA do not stem from single neurons, however, rather from populations of neurons. The forward-modeling scheme applied above for single neurons applies equally well to populations of neurons, and here we outline results from our modeling study of the generated LFP and MUA by a synaptically activated, spatially confined population of layer-5 neurons [67], mimicking a population of large pyramidal cells in a sensory neocortical column [36].

In this pilot MUA and LFP forward-modeling study we sought to answer questions like: Is the MUA really a more local measure of neural activity than LFP? How sharply does the MUA and LFP decay outside the active population? To what extent is the MUA a measure of the population firing rate? Do existing CSD analysis methods estimate the true CSD accurately?

1.5.1 Columnar population model

The simulated population in Pettersen et al. [67] consisted of 1040 layer-5 pyramidal neurons of the type shown in Fig. 1.5A. Their somas were placed stochastically in a cylinder with both diameter and height of 0.4 mm, see Fig. 1.8. The population was constructed based on a single neuron model template, but with two different synaptic input patterns. To get MUA responses in reasonable agreement with experimental data [14, 78], only 40 of the neurons received a net synaptic input sufficiently strong to generate a single action potential within a time window of about 20 ms. The net synaptic input to the remaining 1000 neurons was tuned such that no action potential was generated. To introduce temporal jitter in the synaptic activation of the neurons in the population, the neuronal templates were stochastically shifted in the time domain assuming a Gaussian distribution with a standard deviation of 5 ms. The extracellular potential was computed at 23 positions, every 0.1 mm along the center axis of the population, see Fig. 1.8B. For the present modeling example we found that a balanced combination of apical excitation and basal inhibition was needed to get realistic LFP amplitudes...
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Figure 1.8: (A) Schematic illustration of the population of reconstructed layer-5 pyramidal neurons considered in forward-modeling study [67]. (B) Somas of pyramidal neurons placed randomly inside a cylindrical annulus with height 0.4 mm, outer diameter 4.4 mm and inner diameter 0.1 mm. One thousand neurons were non-spiking (dots), while 40 neurons (triangles) produced a single spike following synaptic stimulation. Extracellular potential was simulated at assumed electrode contact positions along the center axis of the population (filled circles). (C) Illustration of line-source method: the transmembrane current from each neural segment is modelled as a linear current source of uniform current density. Note that each neural branch (section) depicted in the panel may consist of several segments.
compared to experimental LFP data, since apical excitation alone did not give large enough LFP amplitudes for a population of about 1000 cells. Both single-trial and trial-averaged population responses were calculated. A set of 40 trials was considered in the trial-averaging procedure, and each trial differed in their stochastic distribution of both the position and time-shifting for the individual neurons.

1.5.2 Population response

With more than 1000 synaptically activated pyramidal neurons, the LFP response was found to be very robust, different trials gave virtually identical results. For the MUA, the detailed temporal structure of single-trial signals was found to vary considerably on a millisecond scale, reflecting the stochastic firing of specific neurons located close to the electrode contacts (cf. Fig. 4 in [67]). The stochastic placement of the soma positions in the model thus makes single-trial MUA a much more noisy measure of neural activity than LFP. However, the trial-averaged MUA over 40 trials was seen to be quite reproducible and, importantly, independent of the form of synaptic input pattern providing the excitation.

Trial-averaged responses for the LFP and MUA data obtained in our forward modeling scheme are shown in Fig. 1.9A and B. Note that while synaptically evoked LFP can be seen at most electrode contacts, MUA can essentially only be seen at the contacts inside the vertical distribution of somas in the population, i.e., between contacts 13 and 17.

1.5.3 Spatial spread of LFP and MUA signals

If one measures extracellular potentials in cortex with two adjacent electrodes, say, 0.5 millimeter apart and find that their LFP signals are correlated, two possible interpretations come to mind. Either (i) the two electrodes may measure neural activity from two separate neural populations which happen to have correlated synaptic input activity, or (ii) the LFP generated by a single population may spread to the two electrodes by volume conduction [64]. Likewise, if the MUA signals of the two electrodes are observed to be correlated, this can also be due to correlated firing in two spatially separated populations or volume conduction of the MUA signal from a single population.

From the discussion in Section 1.4 one would expect the LFP generated by a population to have a larger spatial spread, i.e., larger volume conduction, than the corresponding MUA: the LFP contains lower frequencies than the MUA and will thus have longer characteristic AC length constants and consequently decrease less steeply with distance. These expectations were confirmed by numerical simulations [67]: Fig. 1.9C illustrates the distance-decay of the MUA and LFP signals from our model population in a direction
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Figure 1.9: Trial-averaged (A) local field potential and (B) multi-unit activity recorded at center axis of cylindrical population of 1040 layer-5 pyramidal neurons receiving apical excitation and basal inhibition. The depicted LFP is obtained by (i) low-pass filtering of the calculated extracellular potential ($<500$ Hz) and (ii) trial-averaging ($n=40$). The MUA is obtained by (i) band-pass filtering between 750-5000 Hz, (ii) rectification, and (iii) trial-averaging ($n=40$). 40 of 1040 neurons fire an action potential stochastically within time window of 20 ms. For details of numerical simulation, see Ref. [67]. (C) Decay of amplitude of ‘area under graph’ MUA and LFP calculated at electrode 15 (middle of population) as a function of lateral distance from the population center, cf. Fig. 15 in [67]. The vertical dotted line illustrates the lateral edge of the soma distribution corresponding to a radial distance of 200 µm. (D) Relationship between ‘true’ firing rate and estimates based on MUA signal, cf. Fig. 13 in [67]. The depicted MUA is the average MUA for the 5 electrode contacts running through the center of the population (electrode contacts 13-17, see Fig. 1.8). The population size was varied and all neurons within the population were spiking. The power law giving the best fit to the data has a coefficient of 1.346.
perpendicular to its center axis. The MUA is seen to decay sharply outside the population \((r > 200 \, \mu m)\), whereas the LFP is seen to spread much further. For example, at a position 0.3 mm outside the population cylinder, i.e., 0.5 mm from the population center, the magnitude of the LFP signal is seen to be reduced with about a factor five compared to the value at the population center, whereas the MUA is reduced by a factor 30. Thus compared to the LFP, observed correlations of the MUA signal between adjacent placed electrodes are more likely to be due to correlated firing in two different populations. However, these are just example results, and more systematic studies are needed to elucidate, e.g., the neural origin of LFPs recorded in cortex [41–43].

1.5.4 MUA as a measure of population firing rate

The MUA, obtained by high-pass filtering \((\geq 500 \, Hz)\) with subsequent rectification of the extracellular signal, has been assumed to measure the population firing rate for a group of neurons around the electrode contacts [6, 14, 78, 86]. In Ref. [67] we used the present population forward-modeling study to test this assertion: since we can set the population firing rate ourselves in this model world, we have a gold standard against which the calculated MUA signal can be compared.

Two different regimes can be expected [67]: The first regime corresponds to very low firing rates. Here the various extracellular signatures from firing in the nearby neurons contributing to the MUA will not overlap significantly in time. Thus even with biphasic extracellular signatures (cf. Fig. 1.4A), there will be little cancelation between positive and negative phases of the extracellular potential. A linear relationship between the MUA and the population firing rate is thus expected.

The other regime corresponds to very high population firing rates. In this high-firing limit the MUA was found to grow roughly as the square root of the population firing rate [67]. Here there will be strong temporal overlap in the sum over extracellular signatures from all contributing neurons, and the summation is better viewed as a sum over randomly drawn positive and negative contributions to the extracellular potential. If the positive and negative contributions are similar in size, the rectified summed signal is expected to grow as the square root of the number of contributions, i.e., as the square root of the population firing rate.

It is, however, a priori unclear what ranges of population firing rates correspond to the different regimes; this will depend on neuronal morphologies and densities (as well as the physical characteristics of the electrode). In Pettersen et al. [67] it was found that for realistic population firing rates and trial-averages over 40 trials, there is a large regime where the relationship between the MUA and population firing rate is well approximated by raising the population firing rate to a power of 3/4, i.e., intermediate between the
linear and the square-root regimes. This implied that a good estimate of the population firing rate can be obtained by raising the MUA to the power 4/3, see double-logarithmic plot in Fig. 1.9D. Indeed, this rule clearly improved the population firing rate estimates for the examples considered in Ref. [67] compared to results from using the standard linear rule. However, it is unclear to what extent this rule extends to other situations.

1.6 Estimation of current-source density (CSD) from LFP

The previous Sections 1.3, 1.4, and 1.5 all considered forward-modeling of extracellular potentials, that is, the calculation of extracellular potentials from known activity in neurons. The present section deals with the opposite problem, namely how the underlying neural activity can be estimated based on measurements of the extracellular potential or more specifically the LFP. An estimation of transmembrane current through a particular segment of a particular neuron is in practice out of the question; in principle, one can only extract one unknown current source per electrode contact and an infinite number of different current-source constellations can produce the extracellular potential recorded on a finite number of electrode contacts.

A common strategy has been to use multicontact LFP recordings to estimate the current-source density (CSD), that is, the volume density of net current entering or leaving the extracellular medium, see Section 1.2.3. A microscopic view inside the cortical tissue reveals an inhomogeneous, densely packed collection of neural segments acting as current sources. The CSD is a more mesoscopic concept and can be interpreted as the average transmembrane current for a piece of neural tissue in a volume element a few tens of micrometers across. In practice the maximum possible spatial resolution in the estimation of CSD will be limited by the intercontact distance, typically 100 µm or more.

1.6.1 Standard CSD method

The traditional CSD estimation method is based on LFP recordings with laminar (linear) multielectrode arrays with a constant inter-contact distance $h$ inserted perpendicularly to the cortical surface [13, 14, 53, 75, 78, 86]. Motivated by the prominent laminar structure of cortical tissue where the changes in the lateral directions are much smaller than in the vertical direction, it has been common to assume an infinite activity diameter in the lateral ($xy$) plane, i.e., perpendicular to the laminar electrode oriented in the $z$-direction. Variation of the extracellular potential in the $x$- and $y$-directions can then
Figure 1.10: Illustration of errors inherent in standard CSD estimation method for one-dimensional recordings for simplified CSD profile, similar to Ref. [60]. (A) Example CSD depth profile. (B) Corresponding LFP at center axis when the CSD distribution has a diameter-to-height ratio of 0.5. (C–F) Estimated CSDs for increasing diameter-to-height ratios, as indicated by the number and inset in the lower left of each panel. All estimates are based on the double spatial-derivative formula of the standard CSD method, i.e., Eq. (1.20). Arbitrary units, negative values to the left and positive to the right.
be neglected, so that Eq. (1.10) simplifies to its one-dimensional version:

$$\sigma \frac{d^2 \phi(z, t)}{dz^2} = -C(z, t). \quad (1.19)$$

A natural estimator for the CSD at electrode position $z_j$ has thus been [60]

$$C(z_j) = -\sigma \frac{\phi(z_j + h) - 2\phi(z_j) + \phi(z_j - h)}{h^2} \quad (1.20)$$

or variations thereof, including additional spatial smoothing filters [17, 86].

With $N$ electrode contacts the above estimator can predict the CSD only at the $N - 2$ interior contact positions. However, a trick allowing for the estimation of the CSDs also at the top and bottom electrodes has been suggested [87].

If we define the domain of electrode contact $j$ located at position $z_j$ as the domain from $z_j - h/2$ to $z_j + h/2$, it is natural to assume that the estimate $C(z_j)$ should correspond to the average CSD within this domain. In Ref. [65] it was instead shown from electrostatic theory that the process of discretizing the one-dimensional Poisson equation into Eq. 1.20 corresponds to assuming all CSD within each electrode’s domain to be located in an infinitely thin (and infinitely wide) sheet at the height of the electrode-contact.

However, a possibly larger source of estimation error stems from the assumption of an infinite activity diameter perpendicular to the laminar electrode. This was noted already by Nicholson and Freeman in 1975 [60] who showed that small ‘columnar’ activity diameters ($\sim 1$ mm or less) may give large errors in the estimated CSD. The numerical example from Ref. [60] is reproduced here in Fig. 1.10, and for the small source diameters the estimated CSD is clearly seen to be erroneous, predicting, for example, spurious sinks and sources. Indeed Nicholson and Freeman [60] recommended and later pursued a full three dimensional CSD analysis based on the full Poisson equation (Eq. 1.10) which required technically demanding measurements of extracellular potentials in all three spatial directions [62]. With the advent of the present silicon-based multielectrodes such a CSD estimation scheme can now become more practically feasible [9].

### 1.6.2 Inverse CSD methods

In Petterson et al. [65] a new method for estimation of CSD was introduced, the *inverse CSD* (iCSD) method. The core idea behind this method is to exploit the well-known forward-modeling scheme for calculation of the LFP from given a CSD distribution: With an assumed form of the CSD distribution parameterized by $N$ unknown parameters, the forward solution can be calculated and inverted to give estimates of these $N$ parameters based on $N$ recorded potentials. This iCSD approach has several inherent advantages:
• The method does not rely on a particular geometrical arrangement of the $N$ electrode contacts recording the LFP signals. It is thus not only applicable to linear multielectrodes [63], but can also be straightforwardly be generalized to other multielectrode geometries [37, 38].

• A priori constraints, such as knowledge about the lateral size of columnar activity, can be built directly into the iCSD estimator [14, 38, 65, 67].

• Unlike the standard CSD method, the iCSD method can also predict CSD at the positions of the boundary electrode contacts [37, 38, 65].

• Discontinuities and direction dependence of the extracellular conductivity can be incorporated [14, 65].

To present the iCSD idea more explicitly we now consider a situation where one has recordings from $N$ electrode contacts. Further, the CSD has been parameterized by $N$ parameters describing the weights of the different contributions to the CSD [63]. Regardless of the choice of parametrization, the CSD is now uniquely determined by the $N$ weight parameters $\{C_1, C_2, \ldots, C_N\}$. The LFP due to this CSD distribution can then be calculated at the $N$ electrode contact positions using electrostatic theory (e.g., using Eq. (1.7) if $\sigma$ is scalar and homogeneous). Due to the linearity of electrostatic theory the LFP grows linearly with the CSD weight parameters, and their relationship can thus be formulated in matrix form as [65]

$$\Phi = FC \ .$$

Here $\Phi = [\phi_1, \phi_2, \ldots, \phi_N]^T$ is a vector containing the extracellular potential, and $C = [C_1, C_2, \ldots, C_N]^T$ is a corresponding vector containing the CSD parameters. $F$ is an $N \times N$ matrix containing the mapping from CSDs to extracellular potentials found from electrostatic theory. If $F$ is constructed properly, it will be invertible, and an estimate of the $N$ unknown CSD parameters $\hat{C}$ can then be estimated from the $N$ recorded potentials by a simple matrix multiplication with the inverse matrix $F^{-1}$:

$$\hat{C} = F^{-1}\Phi \ .$$

To illustrate the calculation of the matrix $F$ we can consider the most common situation where a laminar electrode array with equidistant electrode contacts is inserted perpendicularly into, say, sensory cortex [13, 14, 53, 75, 78, 86]. For simplicity we further assume the stimulus-evoked CSD to be located in infinitely thin, circular disks centered on the $N$ electrode contacts. Each disk is further assumed to have the same CSD throughout the disk and to be positioned in the horizontal plane perpendicular to an inserted laminar electrode array [65]. For this $\delta$-source method a simple
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The formula is obtained for the matrix elements, and the method also has some additional interest since it turns out to correspond to the standard CSD method in the limit of infinitely large discs [65]. From electrostatic theory we have that the extracellular potential at a position $z$ at the center axis due to an infinitely thin current-source disk placed in $z'$ is given by

$$\phi = \left(\sqrt{(z-z')^2 + R^2} - |z - z'|\right)C_p^{\delta}/2\sigma,$$

where $C_p^{\delta}$ now is the planar CSD, $R$ is the radius of the disks, and $\sigma$ is the extracellular conductivity [61, 65]. This implies that the matrix elements $f_{jk}$ of the matrix $F$ is given by

$$f_{jk} = \frac{\sqrt{(z_j - z_k)^2 + R^2} - |z_j - z_k|}{h/2\sigma}, \quad (1.23)$$

where $C_j = C_j^{\delta}/h$ and $z_j - z_k = h(j - k)$. This $\delta$-source iCSD method is now completely specified by Eqs. (1.22) and (1.23), and as shown, e.g., in Fig. 7 of Ref. [65], even this simple $\delta$-source CSD method completely outperforms the standard CSD method when the population activity is spatially confined.

In Ref. [65] two other variations of the iCSD method were also investigated: the step iCSD method, where the CSD is assumed to be step-wise constant in the $z$-direction, and the spline iCSD method based on cubic-splines interpolation. A GUI-based MATLAB toolbox for estimating the CSD from laminar multielectrode recordings has been developed based on these three iCSD methods and can be downloaded from http://software.incf.org/.

These two latter methods were generalized and further developed by Leski et al. [37] who developed iCSD method for estimation of CSD based on three-dimensional recordings. In this situation the advantage of the iCSD method is even larger compared to the standard CSD method in that the fraction of electrode contacts at the boundary is much higher. For example, their electrode grid consisted of $4 \times 5 \times 7$ contacts, for which 110 of the 140 electrode contacts are the boundary and thus outside the scope of the standard CSD method. From their studies Leski et al. concluded that a spline iCSD method was a good choice for this three-dimensional situation [37].

The iCSD method has now also been implemented for the case with two-dimensional recordings [38], e.g., recordings done with multishank laminar electrodes [9]. As for the 1D method, a GUI-based MATLAB toolbox has been developed to facilitate easy use of the method [38].

1.6.3 Validation of iCSD with population forward modeling

The results from forward-modeling of synaptically evoked activity in a population of morphologically reconstructed pyramidal neurons in Section 1.5 are well suited to test the iCSD approach, and to compare the accuracy of this method with the standard CSD method. Here we consider the situation where the LFP is recorded by a laminar electrode array oriented perpendicular to the cortical layers and penetrating the population through
Figure 1.11: Illustration of CSD of model population and CSD estimation errors for different CSD methods. (A) Actual CSD within the column, i.e., average of CSD in centered cylindrical volume of height 0.1 mm and diameter 0.4 mm. (B) Radial CSD distribution at particular point in time ($t = 25$ ms) as a function of depth and radial distance from population center. Computed by averaging over volume elements consisting of annuli with rectangular cross-sectional area of $0.05 \text{ mm} \times 0.1 \text{ mm}$. (C) CSD estimate from using the standard CSD-method on the modelled LFPs along center axis of the population. Top and bottom estimates are found by the using the method of Ref. [87]. (D) CSD estimate from the step iCSD method. (E-F) Difference between the actual CSD and estimates from the standard (E) and step iCSD methods (F), respectively. Both the actual CSD and the estimated CSDs were normalized to have a maximum amplitude of unity prior to error estimation and plotting [67].
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its center [67], but these forward-modeling population results have also been used for testing of the iCSD approach for recordings with multishank laminar electrodes [38].

As discussed above the CSD should be considered as the average net transmembrane current within a particular volume element. In Fig. 1.11A we show the actual CSD at the center of the columnar model population shown in Fig. 1.8, i.e., the average transmembrane current of a centered cylindrical volume element of height 0.1 mm and radius 0.2 mm, plotted as a function of time. The spatial spread of this CSD is illustrated in Fig. 1.11B. Here, the CSD at a particular time ($t = 25$ ms, cf. Fig. 1.9A) was computed for cylindrical annuli with rectangular cross-sectional areas of 0.05 mm×0.1 mm. It is seen that the CSD varies only moderately as a function of radial distance when inside the column. One further sees that even though the somas are restricted to radial distances less than 0.2 mm, the dendrites gives non-negligible CSD outside this boundary.

The next four panels in Fig. 1.11 illustrate the accuracy of the CSD estimation methods in this model situation. The estimated CSD along the (virtual) laminar electrode from the standard CSD method is shown in Fig. 1.11C. This CSD is estimated by using Eq. (1.20) on model LFPs at the (virtual) electrode contacts at the center axis of the column, cf. Fig. 1.8B, except at the top and bottom contacts were the method of Ref. [87] is used. Comparison with Fig. 1.11A shows that the standard CSD method predicts spurious sinks and sources below and above the actual CSD. Further, the size (amplitude) of the actual sources and sinks are underestimated by about a factor of two.

Fig. 1.11D shows the CSD estimated from the step iCSD method [67]. This method assumes piecewise constant CSD distribution in the vertical direction. A columnar diameter of 0.4 mm is assumed in the iCSD method, the diameter of the cylindrical box to which the soma positions are restricted. This is clearly less than the spatial extension of the actual CSD seen in Fig. 1.11B, but anyhow a natural parameter choice. Despite the somewhat unnatural assumptions regarding the form of the CSD, the step iCSD estimates are seen to be very similar to the actual CSD seen in Fig. 1.11A. The much improved CSD estimates from the step iCSD method compared to the standard CSD method is further illustrated in the panels E and F showing the relative mean-square differences between the actual and estimated CSD for the two CSD estimation methods (see Ref. [67] for detailed specification of the error estimate); the error of the standard CSD method estimates is much larger than for the iCSD step method. For further discussion see Pettersen et al. [67].
1.7 Concluding remarks

The main topic of this chapter has been the forward-modeling of extracellular potentials, i.e., the calculation of extracellular potentials from activity in neurons or populations of neurons. So far there has been relatively few modeling studies pursuing such calculations; in fact, the first full-fledged study of this type using morphologically reconstructed neurons was done less than fifteen years ago [29]. With the advent of new public databases of reconstructed neurons such as http://www.neuromorpho.org/ and ever more powerful computers, we expect that the relatively straightforward forward-modeling scheme for calculating extracellular potentials will be more frequently used in the years to come.

An important set of applications of this forward-modeling scheme will be the validation of methods for analysis of LFP and MUA data, as exemplified by the testing of the iCSD method in Fig. 1.11 or the testing of the MUA as a measure of population firing rate, cf. Fig. 1.9D and Ref. [67]. The forward-modeling scheme will likewise be useful for testing and development of new methods for analysis of multielectrode data such as the so called laminar population analysis (LPA) [14] or spike-sorting algorithms [9, 40].

To improve the accuracy and reliability of the forward-modeling scheme it is important to establish good, experimentally validated models for the impedance properties of the extracellular media in all relevant types of neural tissue. Ideally one could envision experimental setups and protocols allowing for in situ measurement of the extracellular conductivity in conjunction with each multielectrode recording. Further, a more detailed understanding and accurate model representation of the electrical properties of the various types of multielectrodes are needed [24, 54, 58, 59].
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