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Abstract

High frequency wave propagation problems are computationally costly
to solve by traditional techniques because the short wavelength must be
well represented over a domain determined by the largest scales of the
problem. We have developed and analyzed a new numerical method for
high frequency wave propagation in the framework of heterogeneous mul-
tiscale methods, closely related to the analytical method of geometrical
optics. The numerical method couples simulations on macro- and micro-
scales for problems with highly oscillatory initial data. The method has a
computational complexity essentially independent of the wavelength. We
give one numerical example with a sharp but regular jump in velocity
on the microscopic scale for which geometrical optics fails but our HMM
gives correct results. We briefly discuss how the method can be extended
to higher dimensional problems.

1 Introduction

Any direct simulation of a multiscale problem is computationally very challeng-
ing since the smallest scales need to be resolved over domains defined by the
largest scale. The heterogeneous multiscale method (HMM) is one computa-
tional framework for deriving efficient multiscale methods in which the finest
scales are only approximated over small subsets of the full computational do-
main, [3, 4]. Results from detailed simulations on these microscale domains
are used to supply missing data in a numerical macroscale model with an effi-
cient coarse discretization. This missing data typically represents the microscale
contribution to macroscale variables.

In [6, 7] and [5] we developed algorithms based on the HMM framework for
wave equation problems with highly oscillatory solutions. In these publications
the oscillations in the solutions were generated by highly oscillatory coefficients
representing the wave velocity. We consider the initial valuewave progagation
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problem, {
uεtt −∇ · (Aε∇uε) = 0, Ω× [0, T ],

uε(x, 0) = u0(x), uεt (x, 0) = u1(x) ∀x ∈ Ω.

where Ω ⊂ Rd is a bounded, connected domain, and uε is Ω-periodic. When the
coefficient Aε is of the form Aε(x) = A(x/ε) and A(y) is periodic the analytic
theory of homogenization gives the principles for deriving efficient or homoge-
nized differential equations on the macroscale local averages u of the solution
uε. The HHM approximations did not require the homogenized equations to be
known or the conditions for homogenization theory to be satisfied.

Instead of oscillations in the velocity field, oscillations or high frequencies in
initial and boundary values may also generate highly oscillatory solutions. These
are very common situations and valid for any high frequency source generation
of waves over larger domains in space and time. In these situations local averages
are not the appropriate macroscale variables. The local averages do in general
not carry essential information and are often zero. Also in this case do the
analytical asymptotic theory provide guidance. Geometrical optics, [15], was
developed for high frequency wave propagation in smoothly variable velocity
fields. The macroscale variables are here the phase φ and the amplitude A,

u = exp(iφ(x, t)/ε)A(x, t).

In our HMM approximation instead of amplitude we use energy E as macroscale
variable which allows for a conservative formulation of the macroscale equations,

Et −∇ · F = 0.

In [6, 7] where the oscillations came from heterogeneities in the velocity field we
also used a conservative formulation on the macroscale.

We are focusing on the simple one-dimensional scalar wave equation for a
proof of concept,{

uεtt − ∂x(a2uεx) = 0, Ω× [0, T ],

uε(x, 0) = uε0(x), uεt (x, 0) = uε1(x) ∀x ∈ Ω,
(1)

on an interval Ω ⊂ R; Ω-periodic boundary conditions for a and uε; a is smooth
and uniformly positive; and T > 0 fixed, independent of ε. We assume that a is
independent of ε and the initial data uε0 and uε1 oscillate on a scale proportional
to ε� 1.

The solution of (1) will be highly oscillating in both time and spatial di-
rections on the scale ε. It is typically computationally costly to solve these
kinds of multiscale problems by traditional numerical techniques. The small-
est scale must be well represented over a domain, which is determined by the
largest scales. These types of variable velocity problems occur for example in
simulation of seismic, acoustic and electromagnetic waves.

Geometrical optics (GO) and asymptotic expansions of the solution uε to (1)
have given rise to many other numerical methods for highly oscillatory problems.
Among the more famous ones we have: ray tracing [1, 10] where the system is
formulated as a system of ODEs describing the phase and amplitude; wavefront
methods [10]. The geometrical optics approach has been generalized in many
directions. Since there exists mathematical challenges in the GO model (e.g.,
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caustics and focus of rays) other mathematical models have been suggested. For
instance a kinetic model [10]; the segment projection method [11]; and Gaussian
beams tracing rays containing both amplitude and phase incorporated into one
beam [17]. The effect on boundary conditions is included in the geometrical
theory of diffraction, [15].

Our contribution is a new heterogeneous multiscale method (HMM) for one-
dimensional wave propagation problems with high frequency initial data. The
method gives comparable results to geometrical optics [10] when a is smooth.
Our aim is to make our method more general than GO. One example is that the
method should correctly resolve the effects of jumps in a where a changes values
in an O(ε) region of the domain Ω. In this case GO does not detect reflections.
Our HMM method correctly describes reflection and transmission of energy.

1.1 Geometrical optics

In this section we will give a brief outline of the theory of classical geometrical
optics. GO considers single wave solutions to (1) of the form,

uε(x, t) = exp(iφ(x, t)/ε)A(x, t) = exp(iφ(x, t)/ε)

∞∑
k=0

Ak(x, t)(iε)k. (2)

By inserting (2) into (1) and collecting terms with equal powers of ε, we obtain
equations for the unknowns φ and Ak. The equation for the phase φ is the so
called eikonal equation and the equations for the amplitudes Ak are transport
equations. The geometrical optics approximation is common in electromagnetic,
elastic and acoustic wave propagation [9].

The (formal) series expansion in (2) is called a WKB approximation or the
WKB method [15]. It is a general method to find approximations to highly
oscillating solutions to partial differential equations where the coefficients vary in
space. The WKB method is named after the three physicists Wentzel, Kramers,
and Brillouin, who jointly developed it in 1926. The expansion itself does not
in general converge, but can still provide us with insight on how to pick good
approximations to the solution uε.

In the one-dimensional case, we have
uεt = exp(iφ/ε)

[
iφt
ε
A+At

]
=
iφt
ε
uε + exp(iφ/ε)At,

uεx = exp(iφ/ε)

[
iφx
ε
A+Ax

]
=
iφx
ε
uε + exp(iφ/ε)Ax,

(3)

and 
uεtt = exp(iφ/ε)

[
Att +

iφtt
ε
A+

2iφt
ε
At −

φ2
t

ε2
A
]
,

uεxx = exp(iφ/ε)

[
Axx +

iφxx
ε
A+

2iφx
ε
Ax −

φ2
x

ε2
A
]
,

which gives us that,

∂x(a2uεx) = 2aa′uεx + a2uεxx = exp(iφ/ε)[
2iaa′φx

ε
A+ 2aa′Ax + a2Axx +

ia2φxx
ε
A+

2ia2φx
ε
Ax −

a2φ2
x

ε2
A
]
. (4)
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By plugging in the expansions of uεtt and ∂x(a2uεx) into (1) and collecting powers
of ε we get a set of equations of the form:

1

ε2
: −φ2

tA0 + a2φ2
xA0 = 0,

i

ε
:
φttA0 + 2φt(A0)t − φ2

tA1 − 2aa′φxA0 − a2φxxA0

−2a2φx(A0)x + a2φ2
xA1 = 0,

εk :
(Ak)tt − (a2(Ak)x)x + 2φt(Ak+1)t − 2a2φx(Ak+1)x

+ (φtt − (a2φx)x)Ak+1 +Ak+2(−φ2
t + a2φ2

x) = 0,
k ≥ 0.

The equation for 1
ε2 gives us the eikonal equation

φ2
t − a2φ2

x = 0 ⇔ φt = ±aφx. (5)

We use the fact that −φ2
tA1 + a2φ2

xA1 = 0, to get the equation corresponding
to the i

ε terms,

φttA0 + 2φt(A0)t − 2aa′φxA0 − a2φxxA0 − 2a2φx(A0)x = 0,

which can be expressed as,

(A0)t =
−φtt + 2aa′φx + a2φxx

2φt
A0 +

a2φx
φt

(A0)x

=
(a2φx)x − φtt

2φt
A0 ± a(A0)x,

= ±a
′

2
A0 ± a(A0)x,

where we used the fact that,

φtt = (±aφx)t = ±a(φt)x = ±a(±aφx)x

= aa′φx + a2φxx = (a2φx)x − aa′φx = (a2φx)x ∓ a′φt.

As the final step, to get the equation on conservative form, we multiply both
sides with 2A0,

2A0(A0)t = ±a′A2
0 ± 2aA0(A0)x = ±(aA2

0)x.

The same computations can be made by matching terms for εk (k ≥ 0),

(Ak+1)t = ±a
′

2
Ak+1 ± a(Ak+1)x −

(Ak)tt − (a2(Ak)x)x
2φt

,

and by multiplying with 2Ak+1 we get the conservative form,

(A2
k+1)t = ±(aA2

k+1)x −
(Ak)tt − (a2(Ak)x)x

φt
Ak+1.

In conclusion, we have,
φt ± aφx = 0,

(A2
0)t ± (aA2

0)x = 0,

(A2
k+1)t ± (aA2

k+1)x +
(Ak)tt − (a2(Ak)x)x

φt
Ak+1 = 0, k ≥ 0.

(6)
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where the ± sign should be matched, either we have a plus sign or we have a
minus on all equations at the same time. The initial data given by uε0(x) =
A(x, 0)eiφ(x,0)/ε leads to the initial conditions:

φ(x, 0) = ±ε
i

log

(
uε(x, 0)

|uε(x, 0))|

)
,

A2
0(x, 0) = |uε(x, 0)|2,

A2
k+1(x, 0) = 0, k ≥ 0.

If the initial data for the phase solves,

φx(x, 0) = ± 1
a , (7)

in the one-dimensional case the solution to the eikonal equation (5) is very
simple, namely φ(x, t) = φ(x, 0) ± t. The solution will have a plus sign for the
right going phase and a minus sign for the left going phase. We call this kind
of φ a matched phase for a.

2 Asymptotics for important quantities

In this section we will consider waves going in both left and right directions.
We will show asymptotic expansions for the amplitude; scaled energy E; and
the scaled left and right going fluxes FL and FR.

Throughout this section we will use the WKB expansion of uε for bi-directional
wave propagation,

uε(x, t) = A(x, t)eiα(x,t)/ε + B(x, t)eiβ(x,t)/ε, (8)

where

A(x, t) =

∞∑
k=0

Ak(x, t)(iε)k, B(x, t) =

∞∑
k=0

Bk(x, t)(iε)k,

and α and Ak solves the + version and β and Bk solves the − version of (6).
Hence, {

αt + aαx = 0,

βt − aβx = 0.
(9)

The phases α and β thus correspond to right and left going waves, respectively.
We use the notation z∗ for the complex conjugate of z.

2.1 Amplitude and energy

In this section we want to describe the leading terms proportional to 1, ε and
ε2 of the square amplitude of the solution uε to (1). We will also compute the
asymptotic expansion of the energy E of the solution. We define the scaled
pointwise energy E(x, t) for the solution uε to (1) as,

E(x, t) =
ε2

2
|uεt (x, t)|2 +

ε2a2(x)

2
|uεx(x, t)|2. (10)
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The total energy is preserved in the sense that,∫
Ω

E(x, t) dx =

∫
Ω

E(x, 0) dx, t ≥ 0.

By using the WKB expansion (8) we have for the square amplitude of uε,

|uε|2 =|A|2 + |B|2 + 2<
{
AB∗ei(α−β)/ε

}
=|A0 + iεA1 + O(ε2)|2 + |B0 + iεB1 + O(ε2)|2 + 2<

{
AB∗ei(α−β)/ε

}
.

We use the fact that,

<
{
AB∗ei(α−β)/ε

}
= <

{(
A0B0 + iεA1B0 − iεA0B1 + O(ε2)

)
ei(α−β)/ε

}
= A0B0 cos

α− β
ε

+ ε(A0B1 −A1B0) sin
α− β
ε

+ O(ε2),

which gives us the result we are looking for,

|uε|2 =A2
0 +B2

0 + 2A0B0 cos
α− β
ε

+

2ε(A0B1 −A1B0) sin
α− β
ε

+ O(ε2).

(11)

To compute the asymptotics for the energy E we need to compute the asymp-
totics of both |uεt |2 and |uεx|2. We have for |uεt |2,

|uεt |2 =

∣∣∣∣( iαtε A+At
)
ei
α
ε +

(
iβt
ε
B + Bt

)
ei
β
ε

∣∣∣∣2
=

∣∣∣∣ iαtε A+At
∣∣∣∣2 +

∣∣∣∣ iβtε B + Bt
∣∣∣∣2 + 2<

{(
iαt
ε
A+At

)(
iβt
ε
B + Bt

)
ei
α−β
ε

}

=

∣∣∣∣ iαtε (
A0 + iεA1 − ε2A2 + O(ε3)

)
+ (A0)t + iε(A1)t + O(ε2)

∣∣∣∣2
+

∣∣∣∣ iβtε (B0 + iεB1 − ε2B2 + O(ε3)
)

+ (B0)t + iε(B1)t + O(ε2)

∣∣∣∣2
+ 2<

{(
iαt
ε
A+At

)(
iβt
ε
B + Bt

)
ei
α−β
ε

}
.

We now consider only the first term in the above expression,∣∣∣∣ iαtε (
A0 + iεA1 − ε2A2 + O(ε3)

)
+ (A0)t + iε(A1)t + O(ε2)

∣∣∣∣2
=

∣∣∣∣ iαtε A0 − αtA1 − iεαtA2 + (A0)t + iε(A1)t + O(ε2)

∣∣∣∣2
=
∣∣∣i(αt

ε
A0 + ε(−αtA2 + (A1)t)

)
− αtA1 + (A0)t

∣∣∣2 + O(ε2)

=
∣∣∣αt
ε
A0 + ε(−αtA2 + (A1)t)

∣∣∣2 + |−αtA1 + (A0)t|2 + O(ε2)

=
α2
t

ε2
A2

0 + 2αtA0(−αtA2 + (A1)t) + (−αtA1 + (A0)t)
2 + O(ε2).
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The second term is on the same form,

β2
tB

2
0

ε2
+ 2βtB0(−βtB2 + (B1)t) + (−βtB1 + (B0)t)

2 + O(ε2).

The last term is expressed as,

2<

{(
iαt
ε
A+At

)(
iβt
ε
B + Bt

)
ei
α−β
ε

}
=

2<
{(

αtβt
ε2
AB∗ +AtB∗t +

i(αtAB∗t − βtAtB∗)
ε

)
ei
α−β
ε

}
.

After a similar calculation for a2|uεx|2 we obtain

E = 1
2α

2
tA

2
0 + 1

2β
2
tB

2
0 + 1

2a
2α2

xA
2
0 + 1

2a
2β2
xB

2
0 + O(ε2)

+<
{(
αtβt + a2αxβx

)
AB∗ + iε((αt + a2αx)AB∗t − (βt + a2βx)AtB∗)ei

α−β
ε

}
.

By using the fact that αt and βt solve (9) we have, αtβt = −a2αxβx. Hence,

E = a2α2
xA

2
0 + a2β2

xB
2
0 − ε sin(α−βε )

(
αtA0(B0)t − βt(A0)tB0

+ a2αxA0(B0)x − a2βx(A0)xB0

)
+ O(ε2). (12)

When α and β are matched with a this simplifies to

E = A2
0 +B2

0 − ε sin(α−βε )
(
αtA0(B∗0)t − βt(A0)tB0

+ a2αxA0(B0)x − a2βx(A0)xB0

)
+ O(ε2).

We see from the expression above that the square amplitude |uε|2 is oscillatory in
the terms of size O(1), O(ε) and O(ε2); whereas the energy E is only oscillatory
in terms of size O(ε) and O(ε2). The O(1) terms of the WKB expansion of
energy is slowly varying. In our numerical method we use the energy as a
macroscopic quantity since it will be one order less oscillatory.

2.2 Flux

In this section we will derive an advection equation corresponding to the scaled
energy E of the solution to (1). We will also compute asymptotic expansions
for the involved quantities. To derive the advection equation we note that,

∂t|z|2 = ∂t(zz
∗) = ztz

∗ + zz∗t = 2<(zz∗t ).

Therefore we can express the time derivate Et as

1

ε2
Et = <(uεt (u

ε
tt)
∗) + a2<(uεx(uεxt)

∗)

= <(uεt∂x(a2(uεx)∗) + a2uεx(uεxt)
∗)

= <((uεt )
∗∂x(a2uεx) + a2uεx(uεxt)

∗)

= <(∂x
(
(uεt )

∗a2uεx
)
),

= ∂x
[
a2<((uεt )

∗uεx)
]
.
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This shows that the advection equation for the energy is in conservative form,

Et = ∂xF,

where the flux F is,
F = a2ε2<((uεt )

∗uεx). (13)

Furthermore, we define the right- and left going fluxes FR and FL by

FR = −aε
2

4
|uεt − auεx|2, FL =

aε2

4
|uεt + auεx|2,

where we note that,

FL + FR =
aε2

4

(
|uεt + auεx|2 − |uεt − auεx|2

)
=
aε2

4

(
|uεt |2 + 2<(auεt (u

ε
x)∗) + a2|uεx|2 − |uεt |2 + 2<(auεt (u

ε
x)∗)− a2|uεx|2

)
,

= ε2a2<((uε)∗tu
ε
x),

which is the same flux as we defined in (13), hence F = FR + FL.
We give a motivation to the notation right- and left-going energy flux in the

following way: Suppose a is approximately constant in a O(ε) neighborhood of
x0. We can then use the d’Alembert solution formula and approximate,

uε ≈ uL + uR,

where uR and uL satisfies uRt + auRx = 0 and uLt − auLx = 0. The fact that,

uεt + auεx ≈ uRt + auRt + uLt + auLx = uLt + auLx = 2auLx = 2uLt ,

implies that,

FL =
aε2

4
|uεt + auεx|2 ≈ aε2<(uLt (uLt )∗) = a2ε2<((uLt )∗uLx ).

Similarly we have,

FR = −aε
2

4
|uεt − auεx|2 ≈ −aε2<((uRt )∗uRt ) = a2ε2<((uRt )∗uRx ).

These are thus of the same form as (13) but with uε replaced by uL and uR.
Let us now derive, asymptotic expansions for the these fluxes. We have

uεt =

(
iαt
ε
A+At

)
eiα/ε +

(
iβt
ε
B + Bt

)
eiβ/ε

and

uεx =

(
iαx
ε
A+Ax

)
eiα/ε +

(
iβx
ε
B + Bx

)
eiβ/ε.

This shows that

uεt+au
ε
x =

(
i(αt + aαx)

ε
A+At + aAx

)
eiα/ε+

(
i(βt + aβx)

ε
B + Bt + aBx

)
eiβ/ε.
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We now apply (9) and expand in powers of ε,

|uεt + auεx|2 =

∣∣∣∣(At + aAx) eiα/ε +

(
2iaβx
ε
B + Bt + aBx

)
eiβ/ε

∣∣∣∣2
= |At + aAx|2 +

∣∣∣∣2iaβxε
B + Bt + aBx

∣∣∣∣2
+ 2<

{
(At + aAx)

(
−2iaβx

ε
B∗ + B∗t + aB∗x

)
ei(α−β)/ε

}
=O(1) +

∣∣∣∣2iaβxε
(B0 + O(ε)) + O(1)

∣∣∣∣2
+ 2<

{
−2iaβx

ε
(B0 + O(ε))((A0)t + a(A0)x + O(ε))ei(α−β)/ε

}
=

4a2β2
xB

2
0

ε2
+

4aβx
ε

B0((A0)t + a(A0)x) sin(α−βε ) + O(1).

A similar calculation for |uεt − auεx|2:

|uεt − auεx|2 =

∣∣∣∣(−2iaαx
ε

A+At − aAx
)
eiα/ε + (Bt − aBx) eiβ/ε

∣∣∣∣2
=

∣∣∣∣−2iaαx
ε

A+At − aAx
∣∣∣∣2 + |Bt − aBx|2

+ 2<
{

(Bt − aBx)

(
2iaαx
ε
A∗ +A∗t − aA∗x

)
ei(β−α)/ε

}
=O(1) +

∣∣∣∣−2iaαx
ε

(A0 + O(ε)) + O(1)

∣∣∣∣2
+ 2<

{
2iaαx
ε

(A0 + O(ε))((B0)t − a(B0)x + O(ε))ei(β−α)/ε

}
=

4a2α2
xA

2
0

ε2
+

4aαx
ε

A0((B0)t − a(B0)x) sin(α−βε ) + O(1).

In conclusion,{
FR = −a3α2

xA
2
0 − εa2αxA0((B0)t − a(B0)x) sin(α−βε ) + O(ε2),

FL = a3β2
xB

2
0 + εa2βxB0((A0)t + a(A0)x) sin(α−βε ) + O(ε2).

We showed that F = FR +FL so the above computations also gives an asymp-
totic expansion for the scaled flux F , therefore

F = a3
(
β2
xB

2
0 − α2

xA
2
0

)
+ εa2 sin(α−βε )

(
βxB0((A0)t + a(A0)x)− αxA0((B0)t − a(B0)x)

)
+ O(ε2).

When α and β are matched with a this simplifies to,{
FR = −aA2

0 − εa2αxA0((B0)t + a(B0)x) sin(α−βε ) + O(ε2),

FL = aB2
0 + εa2βxB0((A0)t + a(A0)x) sin(α−βε ) + O(ε2),
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and

F = a
(
B2

0 −A2
0

)
+ εa2 sin(α−βε )

(
βxB0((A0)t + a(A0)x)

− αxA0((B0)t − a(B0)x)
)

+ O(ε2).

The O(1) term will be slowly varying as we see clearly from the computations.
The terms of order O(ε) and O(ε2) are oscillatory.

2.3 Local mean and kernels

For the scaled energy E and the scaled flux F , we arrived at asymptotic expan-
sions of the form,

Xε = X0 + ε sin
(
β−α
ε

)
f(x, t) + O(ε2),

where f is a slowly varying function. The second term is thus highly oscillatory.
In general these kind of terms are undesirable and problematic from a numerical
perspective.

Suppose we want to compute X0 but only have Xε. We will be able to
do that to O(ε2) accuracy if we could average away the oscillatory part. We
suggest that we can reduce the oscillations by instead of taking a point sample
of Xε(x, t) to approximate X0(x, t), we compute the average,

X̄(x, y) =
1

4ητ

∫ x+η

x−η

∫ t+τ

t−τ
Xε(x+ ξ, t+ ϕ) dξ dϕ,

for some choice of η and τ depending on the periodicity of the oscillations. This
idea can be improved even further by using a smooth kernel,

X̄(x, y) =
1

τη

∫∫
K( tτ )K(xη )Xε(x+ ξ, t+ ϕ) dξ dϕ =: (KXε)(x, t), (14)

denoted here as a local mean value, with a kernel K. A kernel K ∈ Kp,q should
satisfy the conditions:

∫
R
siK(s) ds = δi, 0 ≤ i ≤ p, suppK = [−1, 1],

diK(s)

dsi
= 0, 0 ≤ i ≤ q, for both s = −1 and s = 1.

We refer to [6] where we used kernels as above for computing averages of os-
cillatory quantities. We refer to [12] for a mathematical description of the use
of kernels for integrating oscillatory integrands. From [12] we also have the
following result:

Theorem 1. Let Xε(t) = X(t, tε ), where X is 1-periodic in the second variable

and ∂rX(t,s)
∂tr is continuous for r = 0, 1, . . . , p− 1. For any K ∈ Kp,q there exists

constants C1 and C2, independent of ε and η such that,

|(Kη ∗Xε)(t)− Y (t)| ≤ C1η
p + C2

(
ε

η

)q
,

where Kτ (x) = 1
τK( tτ ) and Y (t) =

∫ 1

0
X(t, s) ds.
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To apply Theorem 1 we need to be able to write the oscillatory term on the

form g(x, t, xε ,
t
ε ). We can for instance take g(x, t, ξ, ϕ) = sin ξ α(x,t)−β(x,t)

x f(x, t),
and assuming α 6= β, we see that g is smooth in all variables. If α = β the
oscillatory term disappears completely. However, the function g is not 1-periodic
in ξ. Nevertheless, we observe the same dependence on η, τ as in Theorem 1 in
our numerical experiments, thus we expect it is possible to reduce the difference
to,

|X0(x, t)− X̄(x, t)| = O(ε( εη )q) + O(ε( ετ )q) + O(εηp) + O(ετp) + O(ε2),

by using a smooth kernel for integrating Xε.
Note that we can make the difference |X0 − Xε| = O(ε2) by choosing the

kernel parameters η, τ, p and q as,

η, τ ∼ εγ , γ =
1

p
,

1

p
+

1

q
= 1.

The same idea can be applied to the square amplitude but we need to use a
slightly larger box η, τ ∼ εγ , where γ = 2

p .
We define the quantities,{

Ē = KE, Ā = K|uε|2,
F̄R = KFR, F̄L = KFL,

and with the appropriate choices of K, η and τ we have the asymptotic expan-
sions, {

Ē = a2α2
xA

2
0 + a2β2

xB
2
0 + O(ε2), Ā = A2

0 +B2
0 + O(ε2),

F̄R = −a3α2
xA

2
0 + O(ε2), F̄L = a3β2

xB
2
0 + O(ε2).

3 The numerical algorithm

In this section we will describe our HMM method for the wave equation (1).
We will assume that the initial data is of the form,

uε0(x) = A(x)eiφ(x,0)/ε, either uε1(x) = 0 or uε1(x) = − i
ε
uε0(x),

where φ is matched with a, c.f. (7). The scaled energy E at t = 0 is asymptot-
ically equal to A2(x) + O(ε2).

We will first assume that the phase is matched with a as described in the
end of Section 1.1. In Section 3.3 we will discuss how this assumption can be
avoided.

We defined the scaled energy E for solutions of (1) as the sum of its kinetic
energy and potential energy in (10) and the local mean energy as Ē = KE in
Section 2.3. It is easy to show that ∂x and ∂t commutes with the local mean
operator K defined in (14). By applying the mean value operator K to (13) we
obtain the following left hand side,

K(Et) = ∂tKE = Ēt,

11



and for the right hand side,

K∂xF = ∂xKF = ∂xF̄ .

Thus, we have
Ēt = ∂xF̄ .

Inspired by this we choose our macroscopic variables as the local mean right
and left going energy ĒR and ĒL. They should satisfy that Ē = ĒR + ĒL and
we assume they solve the PDE:{

ĒRt − F̄Rx = 0, Ω× [0, T ],

ĒLt − F̄Lx = 0, Ω× [0, T ],
(15)

with Ω-periodic boundary conditions in x and initial data

ĒR(x, 0) = ĒL(x, 0) =
1

2
(KE)(x, 0) =

1

2
A2

0(x, 0) + O(ε2), ∀x ∈ Ω,

for bi-directional initial data (uεt = 0), or{
ĒL(x, 0) = 0, ĒR(x, 0) = (KE)(x, 0), alternatively,

ĒR(x, 0) = 0, ĒL(x, 0) = (KE)(x, 0),

for one-way initial data (uεt (x, 0) = − i
εu

ε(x, 0)). The fluxes F̄R and F̄L will be
computed from a micro problem based on the expression in Section 2.2.

We need to be careful when discretizing (15) in order to capture transmission
and reflection of energy around jumps in the material. We must consider the
discretized energy ER and EL as the ingoing energy to the grid point, e.g., ER

is the ingoing from left energy and travels from left to right. Similarly, EL is
the energy that travels from right to left. For the fluxes we argue as follows:
The flux FRR is the transmitted flux from the left going energy plus the reflected
flux from the left going energy. Moreover, FRL is the reflected flux from the
right going energy plus the transmitted flux from the right going energy. The
quantities FLR and FLL are defined analogously. We illustrate this in Fig. 1 where
we show a numerical example for a jump. The fluxes are sampled for a inbound
right ingoing energy ER = 1, with zero ingoing left energy. Note that when a
is smooth there will be almost no reflection and only transmitted flux.

Based on this observation we choose to discretize (15) with an upwind scheme
for the right and left going energy ĒR and ĒL,{

(ĒR)n+1
m = (ĒR)nm − λ

(
(F̄RL )nm − (F̄RR )nm−1

)
,

(ĒL)n+1
m = (ĒL)nm − λ

(
(F̄LL )nm+1 − (F̄LR )nm

)
,

λ =
∆t

∆x
. (16)

Next we will describe how to compute all the flux quantities in (16) ((F̄RR )nm,
F̄RR )nm, . . . ) by solving a micro problem with the macroscopic variables (ĒR)nm,
(ĒR)nm, tn and xm as input.

3.1 Micro problem

In this section we describe the micro problem which shall provide the macro
scheme with the missing information, the flux. The micro problem will be of

12



the form (1) but without boundary conditions. The input to the micro problem
are the macroscopic variables xm, tn, (ĒR)nm and (ĒL)nm. We will use the
notation ER := (ĒR)nm, EL := (ĒL)nm, for the ingoing energy from right and left
respectively; t′ := tn; and x′ := xm to make the notation simpler.

We make a change of variables in the micro problem such that x′ 7→ 0 and
t′ 7→ 0. This implies that a(x) 7→ a(x + x′). The micro problem is formulated
as an initial value problem:

vεtt − ∂x(a2vεx) = 0,

vε(x, 0) =
√
ER exp (iα(x, 0)/ε) +

√
EL exp(iβ(x, 0)/ε),

vεt (x, 0) = − i
ε
vε(x, 0),

(17)

where α, β are matched with a at t = 0,

α(x, 0) = −β(x, 0) =

∫ x

0

ds

a(s)
. (18)

We shall now give a motivation to why we choose these initial conditions. In
the language of HMM this step ER, EL 7→ vε is called the reconstruction step.
The approximation should be such that uε satisfy the wave equation and uε has
an energy approximately the same as ER + EL.

The asymptotic solution vε to (17) can be written as a bi-directional wave,

vε(x, t) ' A0(x, t) exp(iα(x, t)/ε) +B0(x, t) exp(iβ(x, t)/ε). (19)

For a one way wave, going right B0 = 0 the local mean (scaled) energy of that
solution solution will then be equal to A2

0 + O(ε2). Similarly, for a left going one
wave, the local mean (scaled) energy will be equal to B2

0 + O(ε2). We therefore

pick A0 =
√
ER and B0 =

√
EL. The initial condition vεt is chosen to match

(19). Indeed,

vεt ≈
i

ε
A0 (αt exp(iα/ε) + βtB0 exp(iβ/ε)) ,

and by (9) and (19) we have that,

vεt (x, 0) = − i
ε
vε(x, 0).

We use a Leapfrog finite difference scheme for (17). It is based on central
differences in both time and space. We use a uniform grid such that λ = ∆t

∆x is
constant. The scheme reads:

vn+1
m = 2vnm − vn−1

m +
∆t2

∆x

(
(avεx)nm+ 1

2
− (avεx)nm− 1

2

)
, 0 ≤ n < N,

where (avεx)nm± 1
2

= ±
am± 1

2

∆x

(
vnm±1 − vnm

)
.

(20)

Since we are using a two-step method we require a one-step method to
initialize the method. We have chosen to set

v−1
m = vε(xm, 0)︸ ︷︷ ︸

=vε0(x)

−∆t vεt (xm, 0)︸ ︷︷ ︸
=vε1

+
∆t2

2
vεtt(xm, 0)︸ ︷︷ ︸
=∂x(a2vεx)

+O(∆t3), (21)
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where ∂x(a2vεx) is discretized as above. See [14] for implementation details.
The numerical computation requires a bounded domain Y ε. We choose

a bounded Y ε such that the effects from the boundary do not reach inside
[−η, η] ⊂ Y ε for−τ ≤ t ≤ τ . Typically, to obtain this we use Y ε = [−ymax, ymax]
with ymax = η + τ max a. Other techniques for numerically simulating infinite
domains are standard absorbing boundary conditions (ABC) [8] and perfectly
matched layers (PML) [2].

Remark 2. Suppose we have a matched phase φ such that φx = 1/a and

φ(x, 0) = φ(x′, 0) + (x− x′)φx(x′, 0) + O((x− x′)2.

Then it is possible with little loss of asymptotic accuracy to use an approximation
of the initial data in (17) of the form,

vε(x, 0) ≈
√
ER exp

(
i(x− x′)
εa(x)

)
+
√
EL exp

(
−i(x− x′)
εa(x)

)
. (22)

The error in the initial data with respect to the scaled energy ER and EL will be
proportional to ε instead of ε2.

3.2 Compression step

Once we have solved (17) for vε we obtain the macroscopic unknowns F̄R and
F̄L by computing the local mean in the point (x′, t′), which is just x = 0 and
t = 0 in the local coordinate system,

F̄R ≈ −ε
2

4
K
(
a|vεt − avεx|2

)
, F̄L ≈ ε2

4
K
(
a|vεt + avεx|2

)
. (23)

The quantities uεt and uεx are thus needed at to compute the fluxes. These are
computed from the discrete solution unm at time tn at xm with a second order
finite difference scheme:

(vεt )
n+1
m =

vn+1
m − vn−1

m

2∆t
+ ∆t ∂x(a2(xm)vεx(xm, tn)), 0 ≤ n < N,

vεx(xm, tn) =
vnm+1 − vnm−1

2∆x
, 0 ≤ n ≤ N,

where ∂x(a2(xm)vεx(xm, tn)) is discretized in the same way as in the micro solver.
In the case when we have a jump or sharp variations in a we sample two

values for both F̄R and F̄L. One value on each side of the jump for each flux.
This will represent the ingoing and reflected energy corresponding to which side
the inbound energy comes from. To illustrate the idea we show in Fig. 1 a micro
problem computation from the numerical example 4.2, where we have a jump
in a at x = 0.5.

Remark 3. We note that we can precompute the micro problems by observing

that, for ~E =
[
ĒR ĒL

]T
,{

F̄R(xm, ~E) = ĒRF̄R(xm, e1) + ĒLF̄R(xm, e2),

F̄L(xm, ~E) = ĒRF̄L(xm, e1) + ĒLF̄L(xm, e2),

14



−8 −6 −4 −2 0 2 4 6 8

x 10
−4

−1.5

−1

−0.5

0

0.5

1

1.5
FL

−8 −6 −4 −2 0 2 4 6 8

x 10
−4

−1.5

−1

−0.5

0

0.5

1

1.5
FR

Figure 1: The fluxes FL (left figure) and FR (right figure) visualized for an
incoming wave from the right, ER = 1, EL = 0. The material a (dashed line)
shows the jump in the middle of the microbox (c.f. Section 4.2). The two
vertical dashed lines are the sampling points where we compute the right FRR
and left flux FRL . We see in the left figure the reflection at the left side of the
jump and in the right picture we see the transmission to the right of the jump.

where
eT1 =

[
1 0

]
, eT2 =

[
0 1

]
.

Thus it is enough to compute the matrices Sm for each grid point xm,

Sm =

[
F̄R(xm, e1) F̄R(xm, e2)
F̄L(xm, e1) F̄L(xm, e2)

]
, 0 ≤ m ≤M,

i.e. solve one micro problem per macro grid point. We then formulate the flux
F̄ (xm, ~E) for some grid point xm as a linear mapping via the transfer matrix
Sm,

F̄ (xm, ~E) =

[
F̄R(xm, ~E)

F̄L(xm, ~E)

]
= Sm ~E

Note that for smooth a(x) with |ax(x)| small, S will be almost diagonal. In the
case when a(x) has a jump we sample the flux in two places, to the left and to
the right of the jump, thus obtaining two different matrices for that grid point,
(SR)m and (SL)m, one matrix for each side of the the jump. In the case when
we cannot say for sure where there is a jump we can choose to always compute
both matrices for each grid point.

3.3 Non matched phase and extensions to higher dimen-
sions

If the phase is not matched to the material one would also need to keep the
phase φ as a macroscopic variable for each of the waves. Moreover, there should
be a way to update it in the HMM procedure. Since the phase is in general
not a conserved quantity, it will not satisfy an equation on flux form as the
energy. The simplest approach would be to instead just make an ansatz for the
macroscopic phase equation as

φt = F (x, φ, φx), (24)
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where F is some unknown function. It will be important to use a discretization
for (24) that has a form that is stable if applied to the effective eikonal equation.
Initial data for the micro problem would be given with the current correct phase
and energy. To approximate F from the result of the HMM micro problem one
would need a method to untangle the phase φ̃ of the micro problem solution
after the short time τ . Then we could take

F ≈ φ̃(τ, x)− φ(0, x)

τ
.

If vε ≈ A(x, t) exp(iφ(x, t)/ε) the untangling would be simply

φ̃(x, t) ≈ ε

i
log

(
vε
|vε|

)
.

When vε is a sum of several waves, more complicated methods would be required.
The main new difficulty in higher dimensions is the fact that the solution

is in general made up of any number of waves going in any directions, not just
two waves going backwards and forwards as in one dimension.

One way to treat this case is to explicitly keep track of the directions of the
waves and track them individually. Each wave would have its own amplitude
and phase. These would be the macroscopic variables. The direction would cor-
respond to the gradient of the phase. To update the amplitudes and phases from
the solution of a micro problem one would need a similar untangling step as for
the non-matched phase above, but for the more challenging multi-dimensional
setting. The problem of untangling phases and amplitudes from a given solu-
tion in two and three dimensions has been studied in [?], where methods for this
based on local spectral decompositions were presented. This step can also ben-
efit from Gaussian beam technology where a general wave field is decomposed
into a number of waves with individual phases and amplitudes [16]. The issue
of how to add new waves, which appear for instance at caustics, must also be
addressed.

Another way to approach the two-dimensional case would be to consider
the energy as a function of angle E = E(x, t, θ), representing the wave energy
propagating in the θ-direction, in analogue with the EL and ER energies for the
one-dimensional case. In the high frequency limit this energy function satisfies
the Liouville equation

Et + v(x, θ) · ∇xE + d(x, θ)Eθ = 0,

where

v(x, θ) = a(x)(cos θ, sin θ), d(x, θ) = ∇a(x) · (sin θ,− cos θ).

The macroscopic equation would hence be set in one dimension higher than the
wave equation, but it would be independent of ε. In an HMM method E would
be discretized also in θ. The micro problems would still solve the wave equation.
If the phase is not matched to a(x) the quantities v(x, θ) and d(x, θ) or their
effect on the solution E must also be calculated in the micro step.

4 Numerical experiments

In this section we will demonstrate two numerical experiments. The first ex-
periment falls within the regime where we can compare with geometrical optics
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and shows that our method works and is comparable to the GO solution. The
second experiment falls outside the regime of GO. We will try to compute the
solution to a wave propagation problem where we have a jump in the material
whose width is proportional to O(ε).

We will always consider initial data of the form

uε = A0 exp(iφ/ε)

where φ is matched with a and ε is such that

exp(iφ(0, 0)/ε) = exp(iφ(1, 0)/ε) = 1,

to make the problem periodic on the macro scale. The initial data for uεt will
determine if the wave is one-way or has energy propagating in both the left and
right directions.

4.1 Numerical experiment one

In this section we will solve (1) on Ω = [0, 1] up to T with the material,

a(x) =
√

2 + sin 2πx,

shown in Fig. 2, and the initial data,

uε0(x) =
√

2e−200(x−0.5)2eiφ/ε, uε1(x) = 0,

with ε = 1.00584466038278 · 10−3. For finite time T , in the limit ε → 0, this
problem will also be time periodic with period T ,

T =

(∫ 1

0

dx

a(x)

)−1

= 0.71908482829371612 . . . .

The exact solution uε will then at t = T be pointwise equal to the initial data,
within some O(ε) bound. The choice of ε is such that φ will be both matched
with a and ε.

Initial data for ĒL and ĒR is given as in (15). That is,

ĒR = ĒL = 1
4A

2
0(x) = 1

2 (e−200(x−0.5)2)2.

We show the initial energy profile in Fig. 3 and the wave itself in Fig 4.
We discretize the GO equations (6) with a first order accurate upwind

scheme, 
φn+1
m = φnm − λa(xm)

(
φnm − φnm−1

)
(A2)n+1

m = (A2)nm − λ
(
Fnm − Fnm−1

)
,

Fnm = a(xm)(A2)nm,

(25)

where λ = ∆t
∆x is constant and the initial data is given in (6). The HMM energy

is discretized with the scheme (16).
We discretize uε such that uε(m∆x, n∆t) ≈ unm. The discrete function unm

is given by the same scheme described in Section 3.1. We use the following
numerical parameters: ρ := ε

∆x = 32, λ := ∆t
∆x = 0.5, such that the CFL

number is
√

3
2 ≈ 0.86603. In Fig. 5 we show a result of a computation up

to t = T . We can see that the coarse scale solutions (GO, HMM) are close
compared to the DNS solution.
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Figure 2: Material coefficient a(x) in the numerical experiment 4.1.
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Figure 3: Initial (right-going) energy at t = 0 for numerical experiment 4.1.
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Figure 4: The initial wave uε (real part) at t = 0 for numerical experiment 4.1.
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Figure 5: Energy profile at t = T for for the numerical experiment 4.1.
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4.2 Numerical experiment two

In this experiment we will consider a wave traveling through a constant medium
with a0 = 1 to the left of x = 0.5 and a1 = 1

3 on the right of x = 0.5. The width
of the jump is denoted δ. We have constructed a(x) as the square root of a2(x)
where a2 is continuously differentiable for all 0 ≤ x ≤ 1. The form of a2(x) is,

a2(x) =



a2
0 0 ≤ x < − δ2 + b0,

a2
0 + (a2

1 − a2
0)v

(
(x−b0)+

δ
2

δ

)
− δ2 + b0 ≤ x ≤ δ

2 + b0,

a2
1

δ
2 + b0 < x < − δ2 + b1 < x < δ

2 + b1

a2
1 + (a2

0 − a2
1)v

(
(x−b1)+

δ
2

δ

)
− δ2 + b1 ≤ x ≤ δ

2 + b1,

a2
0

δ
2 + b1 < x ≤ 1,

where 
a0 = 1, a1 = 1

3 ,

b0 = 0.25, b1 = 0.75,

δ = 0.0005, v(x) = −2x3 + 3x2.

(26)

Note that a2 is made 1-periodic outside Ω = [0, 1] in some suitable way. We
show a graph of a in Fig. 9.

From theory we know that in the limit as δ → 0 the amplitude of the reflected
wave uεref will be of order γ|uεinc| where uεinc is the incident wave that hits the
discontinuity from the left and γ is the reflection coefficient given by [13],

γ =
a0 − a1

a0 + a1
.

In the limit of our setup we have γ = 0.5, i.e. the reflected wave will be half the
amplitude of the incident wave.

The interesting part in this experiment is that geometrical optics (GO) fails
to capture this reflection effect. The coarse scale GO solution will travel through
the jump unaffected.

At the jump xm = 0.5 or xm = 0.75 we use 128 grid points per ε in the micro
problem to accurately capture the effects of the jump. For all other macro grid
points we use used the analytical form that FR = aE and FL = −aE to
compute the fluxes. For the micro problem we used ε = 10−3, η = ε, τ = 2ε,
λ = 0.9. In this example we did not use a kernel, instead we pointsampled
the fluxes at a fixed x outside the jump, on both right and left side, where the
outgoing flux is stable and a is smooth (constant in this case). See Fig. 1.

The transmission matrix S in the jump at x = 0.5 are,

SR =

[
−0.75382 −0.082062

3.5203e− 11 0.33333

]
, SL =

[
−1 0

0.24619 0.25127

]
,

and for the right and left side sampling and for x = 0.75 they are,

SR =

[
−0.25127 −0.24619

0 1

]
, SL =

[
−0.33333 0
0.082062 0.75382

]
.

A visualization of the solution to the micro problem is found in Fig. 1.
We present the initial data and the numerical results at T = 0.5 in Fig 6, 7

and 8.
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Figure 6: Initial (right-going) energy at t = 0 for numerical experiment 4.2.
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Figure 7: Energy profile E at t = T for numerical experiment 4.2. We see that
a smart portion of the energy has been reflected.
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Figure 8: Energy profile at t = T for for the numerical experiment 4.2, zoomed
around the reflected energy.
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Figure 9: The material used in the numerical experiment 4.2: a(x) plotted over
0 ≤ x ≤ 1 with a jump from a = 1 to a = 1/3 at x = 0.5 and another jump
from a = a1 to a = a0 at x = 0.75.

22



5 Conclusions

We have developed and analyzed numerical methods for multiscale wave equa-
tions with oscillatory initial data. The method are based on the framework of the
heterogeneous multiscale method (HMM) and have substantially lower compu-
tational complexity than standard discretization algorithms: The macroscopic
PDE is discretized independent of the microscale ε and each micro problem is
discretized on a box essentially independent of ε. We presented a numerical
example which shows that our method accurately captures the same solution as
the geometrical optics (GO) when it is applicable. We also demonstrated that
our HMM also captures the correct solution when a has a sharp jump, whereas
classical GO fails. We also outlined ideas for extensions to two-dimensions and
methods for a non-matched phase function.
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