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Abstract. We propose that CDCL SAT solver heuristics such as
restarts and clause database management can be analysed by study-
ing the resolution proofs produced by the solvers, and by trimming these
proofs to extract the clauses actually used to reach the final conclusion.

We find that for non-adaptive Luby restarts higher frequency makes
both untrimmed and trimmed proofs smaller, while adaptive restarts
based on literal block distance (LBD) decrease proof size further mainly
for untrimmed proofs. This seems to indicate that restarts improve the
reasoning power of solvers, but that making restarts adaptive mainly
helps to avoid useless work that is not needed to reach the end result.

For clause database management we find that switching off clause
erasures often, though not always, leads to smaller untrimmed proofs,
but has no significant effect on trimmed proofs. With respect to quality
measures for learned clauses, activity in conflict analysis is a fairly good
predictor in general for a clause ending up also in the trimmed proof,
whereas for the very best clauses the LBD score gives stronger correla-
tion. This gives more rigorous support for the currently popular heuristic
of prioritizing clauses with very good LBD scores but sorting the rest of
the clauses with respect to activity when deciding which clauses to erase.
We remark that for these conclusions, it is crucial to use the actual proof
found by the solver rather than the one reconstructed from the DRAT
proof log.

1 Introduction

Boolean satisfiability (SAT) solving is one of the most striking success stories
of computer science, but also one of its most puzzling mysteries. Though mod-
ern conflict-driven clause learning (CDCL) SAT solvers [29,31]1 are used on
an every-day basis to solve real-world instances with hundreds of thousands or
even millions of variables, there is still a very poor understanding of how they
can perform so well on problems that are, after all, widely conjectured to be
exponentially hard in the worst case [14,21].
1 A similar idea in the context of constraint satisfaction problems (CSPs) was inde-

pendently developed in [5].
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The most important difference between CDCL and classic DPLL backtrack
search [15] is in how conflicts guide the search by generating new learned
clauses [29] and informing branching decisions [31], and this accounts for most
of the performance gain of CDCL over DPLL [24]. Further improvements have
been obtained through careful implementation of the basic CDCL algorithm with
highly optimized data structures, as well as through the use of sophisticated
heuristics such as activity [17] or literal block distance (LBD) [2] to identify use-
ful clauses, phase saving [35] to guide variable decisions, adaptive restarts [3,10]
to speed up the search, et cetera.

Unfortunately, our scientific understanding of the performance of these
heuristics is still very limited. A natural approach to gain insights would seem to
be to collect real-world benchmarks and run experiments with different heuris-
tics to study how they contribute to overall performance. This has been done
in [24,27], and there are also in-depth studies focusing specifically on, e.g., vari-
able decisions [11] and restart schemes [12,20], but it has been hard to reach
clear-cut conclusions from the diverse set of formulas found in real-world bench-
mark sets. Another approach has been to run experiments on crafted bench-
marks [18,23], where detailed knowledge of the theoretical properties of the
formulas makes it possible to draw conclusions about solver performance, but
although this can uncover intriguing findings, it is not clear to what extent the
conclusions are relevant in a real-world setting.

Our Contributions. In this paper, we investigate whether the proofs generated
by SAT solvers can shed light on the effectiveness of solver heuristics. When a
CDCL solver decides that a formula is unsatisfiable, it does so, in effect, by
deriving a proof of contradiction in the resolution proof system [7].2 Once the
solver has terminated, such a proof can be trimmed to keep only the subset of
clauses needed to reach this conclusion. We study such untrimmed and trimmed
proofs obtained from a selection of benchmarks from the SAT competitions [36]
in order to gain insights into solver performance, focusing on restarts and clause
database management and how they affect the solver reasoning.

It is well-known that frequent restarts are crucial for the performance of
CDCL solvers, but it has remained stubbornly open whether such restarts are
just a helpful heuristic or whether they fundamentally increase the theoretical
reasoning power. This question cannot be settled by experiments, but we give
some empirical evidence that the latter alternative might apply by showing that
solvers not only run faster with frequent restarts but also reason more efficiently.

In more detail, we study adaptive restarts as in Glucose [3,19] and compare
to the non-adaptive Luby restarts in MiniSat [17,30], but with different multi-
plicative constants to get non-adaptive restart frequencies in the full range from
the most frequent to least frequent adaptive restarts encountered for our bench-
marks. For the non-adaptive policy we find that higher restart frequency corre-
lates with smaller proof size for both untrimmed and trimmed proofs. Adaptive
restarts yield smaller untrimmed proofs than all non-adaptive restart frequen-
cies, so the effect of adaptiveness is not only about the frequency but also the
2 Note, though, that this is not quite true for some pre- and inprocessing techniques.
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exact timing of the restarts. The improvements from adaptive restarts are not as
clear for the trimmed proofs, however. Our interpretation of this is that more fre-
quent restarts improve the reasoning power of solvers, but that adaptive restarts
mainly help to abort useless stages of the search process earlier.

When managing the clauses learned during search, there is a tension between
on the one hand keeping as many clauses as possible, since they prune the search
space and thus make the reasoning stronger, and on the other hand getting rid
of them, since as the number of clauses grows the solver has to spend increasing
time on handling them, which makes the reasoning slower. Conventional wisdom
dictates that solvers should aggressively minimize memory usage, erasing an ever
increasing fraction of learned clauses as the running time increases, but there
is little scientific understanding of how this affects the quality of the reasoning
performed, or of how to assess which clauses should be kept or thrown away.

When we experiment with switching off erasures completely, so that the
solver keeps all learned clauses, we see that this most often leads to smaller
untrimmed proofs, but far from always. That is, there exist formulas for which,
perhaps somewhat counter-intuitively, clause erasures not only make the solver
reason faster, but also better. Even more interestingly, even when the untrimmed
proofs get smaller, we do not observe any significant effect on the trimmed proofs.
This suggests that the core reasoning needed to decide the formula does not get
stronger with more clauses in memory, only that these extra clauses help the
solver to “focus” and avoid work that turns out to be useless with hindsight.

Regarding which learned clauses are more or less useful for the solver, it is
not obvious how to answer this question, since it is unclear how to measure “use-
fulness”. One approach is to fix a non-adaptive strategy for how many clauses
should be removed at clause database reduction, and then decide which clauses
to erase based on literal block distance (LBD) score or activity, as in Glucose
and MiniSat , respectively. We find that both untrimmed and trimmed proof
size is smaller for LBD-based erasure than activity-based erasure, and that (as a
control) both are clearly better than randomly choosing which clauses to erase.

Another approach, following [4,25], is to consider learned clauses in the
untrimmed proof “useful” if they remain in the proof after trimming. We find
that very good LBD scores strongly correlate with appearing in the trimmed
proof, but that clause activity is a better predictor over a wider range of val-
ues for which learned clauses survive the trimming process. This provides more
rigorous evidence for the empirical claim in [34] that the clause database reduc-
tion policy should prioritize top LBD scores but gives more weight to clausal
activity for clauses with worse LBD scores, a claim that is also supported by the
experiments in [22].

A relevant observation in this context is that the conclusions in the last
paragraph above rely on using the actual proof found by the solver. It is also
possible to reconstruct a resolution proof from the DRAT proof logs used in the
SAT competitions by applying DRAT-trim [41], but we find that such proofs
can look quite different from the ones constructed by the solver during search,
and so provide less insight into how the solver actually reasoned.
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One obvious criticism of this approach is that our notion of usefulness of
clauses is narrow—it might well be the case that learned clauses can be helpful
for the solver in other ways than by appearing in a final, trimmed proof (as also
noted in [4]). Furthermore, even if a clause appears in the trimmed proof, it
might be that this appearance comes very soon after the clause was learned, and
that after this the clause can safely be thrown away. A more refined approach
here is to ask how likely it is at any given point in time that a given clause will be
used in the future, a question that was approached in [39] using machine learning
techniques. While these are valid points, we nevertheless hope that usage in the
trimmed proof can serve as one relevant measure providing insights, even though
there is certainly room for other measures providing additional information.

Another possible concern is that since we are looking at resolution proofs,
we have to limit our attention to only unsatisfiable formulas. Since SAT solvers
should work well on both satisfiable and unsatisfiable instances, it could be that
we are missing out on important observations by studying only one of these
categories of benchmarks. This is also true, but we consider this to be less of
a concern. It is in fact possible to come up with a notion of “proofs” also for
satisfiable formulas—namely, the learned clauses that guided the solver to the
satisfying assignment found, together with all other clauses used to derive these
guiding clauses—but we have to leave as interesting future work the task of
studying such proofs for satisfiable formulas, and investigating which of our
conclusions hold also in this setting and what new observations can be made.

Related Work. A very thorough study of untrimmed and trimmed proofs was
performed in [37], where Glucose was used to examine the proportion of useful
learned clauses across different instances, the effect of shuffling on the number of
useful clauses in the input formula, and the correlation of proof size with maximal
clause size. Interestingly, usages of older clauses were reported to be more likely
to appear in trimmed proofs, but since these experiments were performed only
with clause erasures switched on, it was pointed out that this might be due
to the solver erasing bad clauses early. Glucose was also compared to a solver
with MiniSat-style policies for restarts and database management, but these
experiments did not try to isolate the effects of different heuristics. Furthermore,
clause features such as size and LBD score were studied, and LBD was observed
to be a better predictor of usefulness than size, but the method used did not
allow for an analysis of more dynamic features such as activity.

An analogous idea of trimming appeared in [28], where a dependency graph
containing both learned clauses and decided and propagated variables was con-
structed, and then pruned to contain only the clauses and propagations useful for
reaching the final conflict (or the satisfying assignment in the case of satisfiable
instances). This was used to study decision heuristics, but the same approach
could be harnessed to define a broader notion of clause usefulness, giving credit
for useful propagations even if the clause does not appear in conflict analysis.

Outline of This Paper. We start in Sect. 2 by discussing how resolution proofs
can be extracted from CDCL solvers. In Sect. 3 we describe our experimental
set-up, and in Sect. 4 we present our detailed results. Some final remarks, includ-
ing suggestions for future research, are made in Sect. 5.
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(a) Example CDCL execution (trail grows vertically and shifts right after conflict).
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(b) Extracted resolution proof (with long arrows from used learned clauses).

Fig. 1. CDCL execution on formula in (1) and corresponding resolution proof.

2 CDCL SAT Solvers and Resolution Proofs

In this section we discuss briefly, and mostly by example, how resolution proofs
can be obtained from CDCL solvers. We refer the reader to, e.g., [13,33] for more
details on connections between the theory and practice of SAT solving.

The solver input is a formula in conjunctive normal form (CNF) such as

(u ∨ x ∨ y) ∧ (v ∨ w ∨ z) ∧ (x ∨ y ∨ z) ∧ (v ∨ w ∨ z)∧
(x ∨ z) ∧ (y ∨ z) ∧ (x ∨ z) ∧ (u ∨ w) ∧ (u ∨ w)

(1)

(or, in words, a conjunction of clauses, where every clause is a disjunction of
literals, i.e., unnegated or negated variables, with negation denoted by overline).
A possible CDCL run for this formula is illustrated in Fig. 1a. At all times,
the solver maintains a trail of variable assignments, and we show how this trail
grows and shrinks vertically as time flows from left to right.

The solver starts by deciding the variable w to false, or 0, which makes the
clause u ∨ w unit propagate u = 0, since all of this clause except the literal u



432 J. I. Kokkala and J. Nordström

has been falsified. The solver marks the reason clause for this propagation on
the trail (stacked on the top of the assignment in our illustration). No further
propagations can be made, so w = 0 and u = 0 are all the assignments at
decision level 1 of the trail. To move things forward the solver has to make a
second decision, in our example v = 0. Then the clause v ∨ w ∨ z propagates z
to true, or 1, which leads to a conflict since the clause v ∨ w ∨ z is now falsified.
At the time of conflict, decision level 2 contains v = 0 and z = 1. During conflict
analysis the solver learns a new clause by applying the resolution rule—which
resolves two clauses of the form C ∨ z and D ∨ z over the variable z to derive
C ∨ D—to the conflict clause and the reason clauses. In this case, v ∨ w ∨ z and
v∨w∨z are resolved to yield v∨w, after which the analysis stops (since this is a
unique implication point (UIP) clause with a single literal from the last decision
level).

After learning v ∨w, the solver backjumps to the assertion level , which is the
second highest decision level of any literal in the learned clause, by undoing all
decisions and propagations at later levels, in our example leaving only w = u = 0
at assertion level 1. This causes unit propagation on the learned clause, flipping
the value of v (called the asserting literal). A new decision x = 0 followed by
a couple of propagations lead to a second conflict where u ∨ x is learned, after
which a third conflict results in the learned unit clause x. Unit clauses cause
backjumps to decision level 0 (incidentally, this has exactly the same effect as
making a restart). In our example, this triggers a fourth conflict, and since no
decisions have been made the solver can conclude that the formula is unsatisfi-
able. If, however, we would let the solver run a final conflict analysis, applying
the resolution rule to the reasons propagating to the conflict, this would derive
the empty clause ⊥ containing no literals, as shown on the far right in Fig. 1a.

To obtain a resolution proof of unsatisfiability for (1) from Fig. 1a, we start
with the final (imagined) derivation of ⊥, and then go back in time, including
the conflict analyses for all clauses used in this derivation, and then the conflict
analyses for these clauses, et cetera, leading to the proof visualized in Fig. 1b.
During this process, learned clauses that are not needed can be trimmed away.
In our example, we see that the first conflict analysis was not needed to decide
unsatisfiability. In this way, we obtain untrimmed and trimmed resolution proofs
from CDCL executions. Our simplified description ignores aspects like clause
minimization [40], but such steps also correspond to resolution derivations. Some
preprocessing steps are not captured by resolution, however, and therefore we
analyse CDCL executions on formulas as output by the preprocessor.

In complexity theory, the proof size is defined to be the number of clauses in a
resolution proof, which in Fig. 1b is 16 for the untrimmed and 13 for the trimmed
proof. In this paper, we will be slightly more relaxed and count just the number
of learned clauses, so that the untrimmed and trimmed proofs have sizes 4 and 3,
respectively. We have verified that this choice does not affect the analysis of our
experiments. Conveniently, this means that the size of the untrimmed proof is
just the total number of conflicts encountered during execution.
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Clause size is defined to be the number of literals in a clause, so that v∨w∨z
has size 3. The literal block distance (LBD) of a clause with respect to the current
trail is the number of different decision levels represented in the clause. At the
time of the first conflict in Fig. 1a, w is assigned at level 1 and v and z at level 2,
so the LBD score of v ∨w ∨ z is 2. The clauses active in the first conflict analysis
are v ∨ w ∨ z and v ∨ w ∨ z, and in the second conflict analysis the clauses that
take part are y ∨ z, x∨ y ∨ z, and u∨x∨ y. Such clauses get their clause activity
increased by 1, and a mild exponential smoothing is applied to the activity score
to give greater weight to the recent history of conflicts.

3 Experimental Set-Up

Let us now describe our CDCL solver configuration and choice of benchmarks.

Solver Configuration We use version 3.0 of Glucose [19] (which serves as
a basis also for many other modern CDCL solvers), but enhanced to output
resolution proofs and to vary restart and clause database management policies.

For restarts, we compare the following policies:

Adaptive restarts. The default in Glucose, where, essentially, restarts are
triggered when the average LBD score of recently learned clauses becomes
bad compared to the overall average.

Luby restarts. As proposed in [20] and used in MiniSat , the solver restarts
after a predetermined number of conflicts as specified by the Luby sequence
1, 1, 2, 1, 1, 2, 4, 1, 1, 2, 1, 1, 2, 4, 8, . . ., multiplied by some constant.

Fixed-interval restarts. Restart after a constant number of conflicts.

We study how adaptive restarts affects proof size compared to restarting at
predetermined points in time. To investigate whether the effect of adaptivity is
mainly to adjust the overall restart frequency or to trigger restarts at specific
points in time, we compare to Luby restarts with factors that give similar restart
frequencies. Fixed-interval restarts are considered as a theoretically interesting
extreme case, though in practice this is too inefficient in terms of running time.

We use Luby sequences with factors 1, 10, 20, 50, 100, and 200. In prelim-
inary experiments with default Glucose, for around 95% of unsatisfiable SAT
competition benchmarks the total number of restarts are below what would be
obtained with Luby restarts with factor 200. We also compare adaptive restarts
to the “virtual best Luby solver”, picking the best Luby-restarting solver for each
benchmark, and the “virtual closest Luby solver” with closest average restart fre-
quency for this particular benchmark. Finally, we run experiments with solvers
that restart every 20 conflicts, every 10 conflicts, and every conflict. For all these
experiments we use the default Glucose clause database management policy.

Concerning learned clause deletion , we investigate how untrimmed and
trimmed proof size is affected when the clause database reduction is completely
switched off, so that all learned clauses are kept. We run these experiments both
for adaptive restarts and for Luby restarts with factor 100 (the MiniSat default).
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We also consider how the solver chooses which clauses to erase when database
reduction is switched on, something we refer to as clause assessment . A first
rough description of how the CDCL clause database is managed is as follows.
When the solver reaches a certain number of conflicts, a method reduceDB is
called that sorts the clauses in the database according to some clause assessment
criterion, after which the worst half of the clauses are removed (but binary
clauses, i.e., clauses of size 2, are never removed). The number of conflicts until
the next database reduction is then increased by some constant, meaning that
the number of learned clauses in memory after N conflicts will be proportional
to

√
N . Glossing over some low-level details (due to space constraints), Glucose

refines the above model in the following way:

– Clauses with LBD score 1 or 2, so-called glue clauses, are never deleted.
– When a clause appears in conflict analysis the LBD score is recomputed, and

decreased scores protect from deletion at the next database reduction.
– If many clauses with good LBD scores have been learned, the next clause

reduction will be delayed, meaning that more clauses will be kept in memory.

It follows from this that there is a strong feedback loop between the LBD scores
and how many learned clauses are kept in memory. As we report in this paper, it
is also the case that more clauses in memory tends to yield more efficient reason-
ing (measured in terms of proof size, not time). If we want to compare different
ways of assessing the quality of clauses, we have to break this feedback loop in
order to get a fair comparison, since otherwise clause assessment based on LBD
might look good just because it leads to more clauses being kept. The problem
is, however, that the aggressive clause deletion policy in Glucose works well only
because the solver keeps more clauses when the LBD scores are good [38].

Therefore, in our clause assessment experiments we use a non-adaptive
database reduction strategy that yields clause database sizes that are reason-
ably close to standard Glucose, so that the comparisons will be meaningful, but
(almost) never smaller, so that our experiments will not be biased by deleting
clauses more aggressively than Glucose would do. After some experimentation,
the best solution we found was to make each reduceDB call erase only 30% of
the clauses and to increase the database reduction interval by 4600. This leads
to database sizes that are larger than default Glucose except for 5% of our
benchmarks.

We now have database reduction policy that always erases the same number
of clauses regardless of how these clauses are chosen, so that we can study the
effect of different clause assessment policies in isolation. Or at least almost: one
final problem is that every time a unit clause is learned, all clauses implied by
that unit are erased, meaning that the number of clauses in memory shrink,
potentially quite significantly. Thus, if a particular clause assessment policy is
successful in the sense of leading to more unit clauses being learned, this will
make the solver manage memory more aggressively. In contrast to the LBD
feedback loop discussed above, we see no way of countering this effect, since not
erasing satisfied clauses immediately would also lead to unpredictable effects on
the database size (which we cannot explain in detail due to space constraints).
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In our clause assessment experiments, we always keep binary clauses and
remove the worst 30% of the other clauses sorted according to the following
criteria (except for the first default configuration):

LBD+bumps. Default policy in Glucose with database size being bumped if
the LBD scores of clauses are good enough (evaluated for comparison).

LBD. Simulation of Glucose but with non-adaptive database size policy, priori-
tizing (a) first glue clauses (LBD score 1 or 2), (b) then clauses with updated
LBD, and (c) finally other clauses sorted by LBD (breaking ties by activity).

Activity. Activity in conflicts, with higher activity being better (as in MiniSat).
Size. Clause size, with smaller clauses being better.
Random. Random choice of which clauses to erase.

For these experiments we use Luby restarts (with factor 100) to avoid feedback
between clause assessment and restarts (except for the default configuration).

Benchmark Selection and Analysis. We ran three separate sets of experi-
ments to measure the effects of restarts, clause deletion, and clause assessment
as described above. To select benchmarks for these experiments, we first ran-
domly sampled 200 unsatisfiable instances from the SAT competitions and races
2015–2019 [36] and ran them through the preprocessor of Glucose (since the
extracted proofs are for CDCL search after preprocessing). Since we want to
analyse proofs we cannot deal with time-outs, and so have to select benchmarks
solvable by all solver configurations. We therefore ran each solver configuration
for all 200 benchmarks, and let each configuration select the 150 instances that
were solvest fastest. The final collection of benchmarks for each set of experi-
ments was chosen as the intersection of the sets of benchmarks selected by each
solver configuration. Just to give a sense of the computational effort involved,
for standard Glucose this approach led to running times of around 6, 000 s or
less. For the restart experiments, we had running times of up to 13, 000 s, for
experiments with clause deletion switched off up to 55, 000 s, and for the clause
assessment the control experiment with random erasures resulted in times of
up to 173, 000 s (2 days). One instance was solved in only 9 conflicts, before
any restarts or clause erasures, so it was ignored in the analysis. The number of
benchmarks in the final experiments was between 120 and 133.

For each solver configuration and each instance, we collected data about
trimmed and untrimmed proof size (where, as mentioned before, the latter is
the total number of conflicts during execution), and compared different solver
configurations for both trimmed and untrimmed proofs. In order not to give
undue weight to the very hardest benchmarks, we consider logarithms of proof
sizes. For two different solvers, we use the standard paired t-test to find a 99%
confidence interval for the mean of the difference of the logarithms. This confi-
dence interval can be transformed back to a confidence interval for the geometric
mean of the ratio of the proof sizes. It is important to note that since we perform
multiple experiments and tests, the 99% confidence level cannot be regarded as
a proper measure of statistical significance, but the confidence intervals still
provide a useful way of understanding the magnitude of the differences.
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Features of Useful Clauses. For the experiments with clause deletion switched
off, we compare untrimmed and trimmed proofs to see whether different proper-
ties of learned clauses can predict whether they will be useful or not, i.e., remain
in the final, trimmed, proof. In order to obtain results that could be useful for
future solver development, we focus on clause features that the solver could know
during execution, rather than on information that can be computed only with
hindsight. We consider static features, which are determined when the clause is
learned, and dynamic features, which can change while the solver is running.
Since dynamic features can vary over time, what we measure are features of
clause usages in derivations rather than of the clauses themselves. If a clause in
the database is used several times, every usage gives rise to a new data point.

Because features are often used to assess clauses relative to other clauses in
the database, and because clauses that are never used by the solver would not
appear in our analysis of usages, we also consider the percentile ranks of features
in the database at the time of usage. The percentile rank also changes over time
when the distribution of features of learnt clauses changes. When collecting data
for the percentile ranks, ties are broken randomly.

We collect the following static features computed when the clause is learned:

Size. Size of the learned clause.
Initial LBD. Clause LBD score (with respect to the trail when learned).
Decision level. Decision level of conflict when learned.
Backjump length. Difference of conflict level and assertion level.
Conflicts since restart. Number of conflicts since the latest restart.

We also consider the following dynamic features:

Dynamic LBD. When a clause is learned, its dynamic LBD is set to the initial
LBD score. Whenever a clause is used as a reason during conflict analysis,
a new candidate LBD score is computed based on the current trail, and the
dynamic LBD is updated if the score decreased by at least 2.

Activity. Conceptually speaking, the initial activity of a newly learned clause
is 1; it is increased by 1 every time the clause appears in conflict analysis; and
all clausal activities are multiplied by a factor α = 0.999 after every conflict.

Since solvers will not remove unit or binary clauses, we focus on features for
clauses of size at least 3, and the percentile ranks are also computed among these
clauses. The reason that clause deletion is switched off is that we do not want
the choice of which clauses to erase to bias which clauses seem useful. For the
same reason, we use non-adaptive Luby restarts (with factor 100).

By the nature of how CDCL solvers work, we expect some features to corre-
late strongly with clause usage for trivial reasons. For example, small clauses are
more likely to propagate and thus to appear more often in conflict analysis, and
will also tend to have low LBD scores. A clause that currently has high activity
has been used a lot in conflict analysis, meaning that all other things being equal
it is also more likely to show up in the trimmed proof. Such correlations may not
say too much about whether the clauses actually contribute to terminating the
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search, as they could also have many usages that do not appear in the trimmed
proof. To measure the predictive power of a feature, we focus on the conditional
probability that a usage of a clause appears also in the trimmed proof, condi-
tioning on the value of the feature. For a completely uninformative predictor,
this would simply be the ratio of all clause usages in the trimmed proof versus
the untrimmed proof. If the conditional probabilities for some values of a feature
differ from that, it suggests that the feature can be a predictor for usefulness.

We combine data from multiple benchmarks by summing the absolute counts
of usages over all benchmarks. In general, this approach may make a few bench-
marks with large proofs dominate. To check whether we have this problem, we
performed the same analysis on random subsets of the selected instances. The
results were similar, so the analysis appears robust to the effect of single large
instances.

4 Results

The results of our experiments, and our analysis of them, are as follows. For full
data and source code, see https://doi.org/10.5281/zenodo.3951538.

4.1 Proof Sizes

In Tables 1–3, we present the experimental data for some selected pairwise com-
parisons of solver configurations. For each pair of solvers and type of proof
(untrimmed/trimmed), we calculate the ratio of sizes of the proofs provided
by the solvers for each instance. In the tables, we show the quartiles of these
ratios in the data and the geometric mean with the 99% confidence interval,
computed independently for untrimmed and trimmed proofs.

Comparing different restart frequencies (see Table 1), we find that smaller
Luby factors (i.e., faster restarts) tend to give shorter untrimmed and trimmed
proofs on average. Restarting at every 20 conflicts gives shorter proofs than Luby
restarts with factor 20, but for factor 1 there is no clear difference between Luby
and fixed-interval restarts. For fixed-interval restarts every 1, 10, and 20 con-
flicts, more frequent restarts seem to increase the proof sizes, but the difference
is not statistically significant. We interpret this as evidence that up to a cer-
tain limit, more frequent restarts generally improve the reasoning power of the
solver. Adaptive restarts appear to be better than even the most frequent Luby
restart policy, though, yielding clearly smaller untrimmed proofs, and perhaps
also slightly smaller trimmed proofs. This seems to indicate that the advantage
of adaptive restarts comes mainly from recognizing when the solver is doing use-
less work and not as much from finding better proofs. One could ask whether
adaptive restarts work by simply selecting the best restart frequency for each
instance. However, our data gives evidence to the contrary, as choosing the Luby
solver with the closest average restart frequency for each instance would perform
worse.

https://doi.org/10.5281/zenodo.3951538
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Table 1. Comparison of restart policies. Values larger than 1 mean that the first solver
generates larger proofs.

Untrimmed proof Trimmed proof

Solvers quartiles geom. mean quartiles geom. mean

Luby-200 Luby-100 0.93 1.03 1.19 1.06 ± 0.11 0.91 1.01 1.17 1.04 ± 0.08

Luby-100 Luby-50 0.92 1.04 1.19 1.08 ± 0.12 0.95 1.06 1.26 1.11 ± 0.09

Luby-50 Luby-20 0.89 0.99 1.17 0.97 ± 0.11 0.92 1.01 1.12 1.02 ± 0.11

Luby-20 Luby-10 0.95 1.03 1.19 1.07 ± 0.09 0.95 1.04 1.19 1.06 ± 0.10

Luby-10 Luby-1 0.89 1.01 1.16 1.03 ± 0.09 0.94 1.03 1.15 1.06 ± 0.06

Luby-20 Fixed-20 0.78 1.13 1.56 1.13 ± 0.17 0.92 1.18 1.61 1.23 ± 0.15

Luby-1 Fixed-1 0.72 0.96 1.19 0.93 ± 0.12 0.91 1.10 1.28 1.03 ± 0.11

Fixed-20 Fixed-10 0.88 1.02 1.14 0.96 ± 0.09 0.90 1.01 1.10 0.98 ± 0.07

Fixed-10 Fixed-1 0.81 0.98 1.13 0.95 ± 0.10 0.86 0.99 1.09 0.96 ± 0.09

adaptive Luby-20 0.68 0.84 0.97 0.79 ± 0.09 0.80 0.95 1.07 0.92 ± 0.09

adaptive Luby Closest 0.63 0.83 1.02 0.75 ± 0.08 0.76 0.91 1.04 0.83 ± 0.09

adaptive Luby VBS 0.89 1.06 1.24 1.10 ± 0.13 0.99 1.13 1.33 1.19 ± 0.11

adaptive Fixed-20 0.57 0.90 1.35 0.89 ± 0.14 0.85 1.06 1.58 1.13 ± 0.14

Table 2. Effect of turning clause erasures off with adaptive restarts and Luby-100
restarts. Values larger than 1 mean that the first solver generates larger proofs.

Untrimmed proof Trimmed proof

Solver erasures/restarts quartiles geom. mean quartiles geom. mean

Off/adaptive On/adaptive 0.70 0.81 0.96 0.77±0.07 0.86 1.00 1.15 0.98±0.06

Off/Luby On/Luby 0.67 0.80 0.99 0.77±0.07 0.82 0.98 1.18 0.98±0.08

Turning clause erasures completely off decreases the untrimmed proof size in
83% of the instances, and by 23% on average, but there appears to be no mea-
surable average difference for the trimmed proofs. The results are similar when
using Luby restarts with factor 100 instead of adaptive restarts (see Table 2).

Comparing the two popular policies LBD and activity for clause assessment,
we see (as shown in Table 3) that using LBD gives significantly smaller proofs. We
also find that LBD is better than clause size, which is evidence that LBD contains
more useful information than just size despite being strongly correlated with it.
Clause size, in turn, seems to be slightly better than activity, but the difference
is not statistically significant. Choosing which clauses to erase at random is
clearly worse than all other policies, but even so it is not a completely hopeless
approach, as it yields shorter proofs than LBD for 10–15% of the instances.3

To verify that our solver with fixed database size updates and LBD clause
assessment is reasonably close to the actual behaviour of Glucose with adaptive
3 For one of the selected benchmarks the solver with random clause erasures produced

a proof too large to analyse with our tool chain, so this data point is missing.
However, it would not make any significant difference.
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Table 3. Comparison of clause assessment policies. Values larger than 1 mean that
the first solver generates larger proofs.

Untrimmed proof Trimmed proof

Solvers quartiles geom. mean quartiles geom. mean

LBD activity 0.74 0.92 1.02 0.84 ± 0.09 0.74 0.88 1.00 0.84 ± 0.09

LBD size 0.79 0.94 1.01 0.91 ± 0.07 0.78 0.91 1.00 0.87 ± 0.07

LBD random 0.66 0.80 0.97 0.73 ± 0.07 0.61 0.74 0.88 0.66 ± 0.08

size activity 0.83 1.01 1.23 0.93 ± 0.10 0.85 1.00 1.14 0.96 ± 0.09

activity random 0.81 0.91 1.00 0.86 ± 0.08 0.73 0.86 0.97 0.79 ± 0.09

LBD+bumps LBD 1.00 1.17 1.37 1.21 ± 0.12 0.94 1.08 1.23 1.10 ± 0.10

Glucose LBD 0.83 1.00 1.20 0.97 ± 0.12 0.81 1.00 1.13 0.95 ± 0.12

database size and adaptive restarts, we also compare the proof sizes for these
two solvers. There is no statistically significant difference for the proof sizes, and
50% of proof sizes obtained from Glucose are within 19% of our LBD model, so
we believe that this clause assessment experiment is relevant in practice.

Clause Features. We estimate the conditional probability that a clause usage
in the untrimmed proof appears also in the trimmed proof by dividing the sam-
pled frequency distribution of a feature in the trimmed proofs by the frequency
distribution in the untrimmed proofs. In Fig. 2, we visualize the computed con-
ditional probabilities for some features. In addition, the plots contain a dashed
line that shows the ratio of all clause usages in the trimmed proof versus the
untrimmed proof, which is what the graph for an uninformative, completely
uncorrelated, predictor would look like. Similar values can also be computed for
the DRAT-trim proof instead of the trimmed solver proof (although they can-
not be interpreted as conditional probabilities since DRAT-trim usages are not
a subset of solver usages); these are shown in the same plots for comparison. To
indicate which values are relevant, plots also show the frequency distribution of
all solver usages, transformed for the logarithmic x-axis so that area under the
curve corresponds roughly to a probability measure (but with arbitrary scaling).

For dynamic LBD, glue clauses (with LBD scores at most 2) occur in the
trimmed proofs more than average, and the top 5% of clauses have clearly larger
probability of appearing in the trimmed proof than the rest. In the plot, there
is also a peak around the value 250; however, as the solver usage distribution
line shows there are not many usages with these values, so this is likely to be
an effect of small sample size. Initial LBD and size are somewhat similar, but
dynamic LBD is a better predictor for the top clauses than either of them.

Clauses with very small activity score are sometimes used by the solver,
but they tend to be less common in trimmed proofs. Higher values indicate
usefulness, except that clauses with very high activity scores (above 30) tend
not to be useful; it appears that the solver uses some clauses a lot that are not
needed in the final proof. Curiously, activity scores just below small integer values
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(a) Dynamic LBD. (b) Activity. Note the reversed x-axis in
the absolute value plot.

(c) Decision level when clause was learned. (d) Comparison of usefulness as a function
of percentile rank.

Fig. 2. Sampled conditional probabilities that usages of clauses in the untrimmed proof
appears also in the trimmed solver proof, and the analogous ratio for the DRAT-trim
proof.

are less common in trimmed proofs. These come mostly from clauses that have
been used recently and where the activity has not had much time to decay. One
possible explanation is that being used many times in short succession may not
indicate usefulness, but clauses that are used many times throughout a longer
time interval are better.

A comparison of the computed conditional probabilities for percentile ranks
of dynamic LBD, initial LBD, size, and activity is shown in Fig. 2d. When
comparing the predictive power of the most popular measures, i.e., dynamic
LBD and activity, it seems that LBD is a good predictor for the very best
clauses, but that activity is relevant for a wider range of values. If we would
use the DRAT-trim frequency distribution instead, we would not see as clear a
difference between dynamic LBD and initial LBD or size. Also, it is clear that
low-activity clauses are used by DRAT-trim much more often than by the solver.

Measuring the time elapsed from the most recent restart to when a clause
is learned does not seem to provide any predictive power. Clauses that cause a
backjump of only one decision level seem to appear often in conflict analysis,
but tend to be less useful than clauses yielding longer backjumps. The data for
the decision level at which a clause is learned seem contradictory: usages with
small absolute value are more likely to appear in the trimmed proof, but so are
usages with high percentile rank values. Such behaviour could potentially be
caused by the distribution of the feature in the database changing over time,
but understanding this in detail will require further research.
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5 Concluding Remarks

The main philosophy underlying this paper is that in order to gain a better
understanding of how CDCL SAT solvers work, it is fruitful to investigate the
reasoning that they perform. Since CDCL solvers are search algorithms for res-
olution proofs when run on unsatisfiable formulas, we can study what kind of
proofs they find, and what parts of these proofs are essential for establishing
that the formulas are indeed unsatisfiable.

Using this method of analysis, we find that more frequent Luby-style restarts
help solvers to produce shorter proofs (even if all too frequent restarts cause too
much of a penalty in running time). Making restarts adaptive can significantly
decrease proof size further, but mainly for the untrimmed proofs containing all
derivations rather than for the trimmed proofs containing only essential clauses.
This indicates that adaptive restarts are often successful in helping the solver
avoid unnecessary work. When assessing whether a learned clause is likely to
be useful, as measured by the probability of the clause appearing in the final,
trimmed proof, we find that very good literal block distance (LBD) score is a
strong predictor, but that clausal activity appears to be more relevant over a
larger range of values. This supports the currently popular approach of prior-
itizing clauses with low LBD scores but sorting other clauses with respect to
activity [34].

We consider our paper, and previous works in a similar spirit such as [28,37],
to be only first steps, and see ample scope for future research in this direction. In
particular, it would be very interesting to extend our method to satisfiable for-
mulas, by looking at the “proofs” obtained by concatenating the conflict analyses
for the learned clauses guiding the solver to the satisfying assignment.

In addition to the heuristics for restarts and clause database management
studied in this work, it would be relevant to investigate variable decision heuris-
tics such as VSIDS and phase saving, building on and extending [28]. An arguably
even more urgent task is to gain a better understanding of relatively new tech-
niques such as learned clause minimization [26] and chronological backtrack-
ing [32], which have played an important role in the SAT competitions [36] in
recent years.

Our data analysis is relatively simple, and there should be room for using
more advanced tools. A tempting idea is to combine our approach with the
machine learning techniques in [39] (but, importantly, applied on the actual proof
found by the solver rather than the one reconstructed by DRAT-trim). Also, it
would be interesting to study more properties of proofs such as space complexity,
and whether theoretical time-space trade-offs as in [1,6,8,9] could show up also
in practice, in view of the aggressive memory management in modern solvers.

Finally, it is intriguing that some of our results are quite different from those
in [18]. As an example, that paper found that activity-based clause assessment
when choosing which clauses to erase is almost equally bad as random, whereas in
our work it is clearly better. A natural question is how much of this discrepancy
might be due to that we use “applied” SAT competition benchmarks, whereas
only crafted, combinatorial formulas were considered in [18].
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