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Abstract. Route instructions for pedestrians are usually better understood if
they include references to landmarks, and moreover, these landmarks should
be as salient as possible. In this paper, we present an approach for automat-
ically deriving a mathematical model of salience directly from route instruc-
tions given by humans. Each possible landmark that a person can refer to in
a given situation is modeled as a feature vector, and the salience associated
with each landmark can be computed as a weighted sum of these features.
We use a ranking SVM method to derive the weights from route instructions
given by humans as they are walking the route. The weight vector, represent-
ing the person’s personal salience model, determines which landmark(s) are
most appropriate to refer to in new situations.

1. Introduction
Recently there has been an increasing interest in systems capable of provid-
ing natural language route instructions to pedestrians in a city environment
(Rehrl et al., 2010; Janarthanam et al., 2012; Google, 2013; Boye et al., 2014).
Such systems track the pedestrian’s position using the GPS on his smart-
phone, and can therefore produce real-time instructions like “turn left here”
or “now you should walk towards the cafe on the corner”. Obviously, a recur-
ring challenge for such wayfinding systems is to find the best formulation of
the next instruction, minimizing the risk of a misunderstanding.
When giving route instructions to each other, humans tend to base those

instructions predominantly on landmarks, by which we understand distinc-
tive objects in the city environment (Lynch, 1960; Denis et al., 1999). While it
is appropriate to give relative directions in certain situations, where such an
instruction is unambiguous (Götze and Boye, 2015b), the inclusion of land-
marks of vital in more complex navigation situations. It would therefore be
desirable if route-giving systems could do the same. In fact, it has been shown
that the inclusion of landmarks into system-generated pedestrian routing in-



B

A
L1

L2

L2

L1

Figure 1: An example segment for the utterance: “I continue in this direction down the steps
[L1] towards the arch [L2]” A and B indicate the start and the goal position respectively. The
photo on the right shows the view from the pedestrian’s perspective.

structions raises the user’s confidence in the system, compared to a system
that only gives relative direction instructions (Ross et al., 2004).
However, in each situation there will be a variety of landmarks to choose

from, and it is not obviouswhich landmark(s) to include in a particular route
instruction. Humans choose objects as landmarks that are salient in a partic-
ular situation, i.e. that are prominent in a way that makes them easily recog-
nizable. Several researchers have proposed schemes for automatically com-
puting salience values for landmarks (Raubal and Winter, 2002; Duckham
et al., 2010; Nothegger et al., 2004). These schemes are typically based on
different features that are known to influence salience, like size, visibility and
shape, and are intended to be valid for all users. The extent to which each
of these features impacts the final salience score is determined by manually
setting weights for them, based on different heuristics.
In this article, we take a different approach. Our assumption is that salience

is user-dependent: different users would find different landmarks to be the
most salient in a given situation. Furthermore, our approach is data-driven:
Our aim is to (semi-)automatically derive salience measures from examples
of users describing the way themselves. We assume that when describing
the way, people intuitively select the landmarks they find the most salient



in that particular situation. By analyzing and generalizing from such human
route descriptions, we aim to construct a mathematical model that can pre-
dict salience in new, unseen situations. Note that at this point, we are only
interested in the landmarks themselves, not in how to verbalize a reference to
them.
As an example, Figure 1 shows a situation with some of the landmarks that

could be referred to. Black squares indicate single entities such as shops or en-
trances to a building, black lines indicate paths, such as streets or stairs, and
dark grey shading indicates buildings. In this particular example, the per-
son walking from A to B referred to the landmarks labelled as L1 and L2: “I
continue in this direction down the steps towards the arch”. Assuming that
these landmarks are the most salient for the user, the system should prefer-
ably choose the same landmarks when encountering this situation and thus
reduce the cognitive load that is needed to identify a landmark as far as pos-
sible.
Note that whenever a person uses a landmark L in a description, he is pre-

ferring L over a number of other candidates that could have been used in the
description but were not. That is to say that L has a higher score according to
the person’s personal salience model than any other candidate M does. This
observation will form the basis of ourmethod, which we will elaborate further
in Section 5.
To obtain landmark references that we can learn from, we have performed

a study in which users have walked a route in the city of Stockholm, de-
scribing the way as they are walking along it. From these descriptions we
can obtain information about which landmarks they refer to. An open geo-
graphic database (OpenStreetMap, Haklay and Weber, 2008) serves as the
basis for computing relevant features. This article extends previous work of
ours (Götze and Boye, 2013), where we computed saliencemodels from “arm-
chair” data where users described a route posterior to havingwalked it. By let-
ting our subjects describe routes as they walk them, as in the study described
here, we are aiming to obtain more realistic references and, eventually, better
salience models. Our ultimate goal is then to enrich our present system for
city navigation (Boye et al., 2014) with personalized salience models.

2. Related Work
Various research has investigated the way in which navigational knowledge is
communicated by and to pedestrians bymeans of natural language (Couclelis,
1996; Denis, 1997; Allen, 1997, 2000; Daniel and Denis, 1998; Denis et al.,
1999; Rehrl et al., 2009; Mast et al., 2010). The majority of this research is
done on instructions that are given prior to walking. The instruction receiver



needs to memorize the turning points and associated actions. This implies
a strong need on the instructions to be correct, as well as the turning points
to be easily memorizable and recognizable. Landmarks are extensively used
to achieve both these needs (Lovelace et al., 1999; Denis, 1997; Denis et al.,
1999).
Some research also focusses on guiding visually impaired or disabled pedes-

trians (Dodson et al., 1999; Helal et al., 2001), whose information needs and
ways of communicating the information differ from the results found in other
studies.
The focus here is on spoken intructions that are given step by step, while

the pedestrian is walking. This allows for possible misunderstandings to be
resolved on the spot in an interactive way, as is the long-term goal for our
navigation system.

2.1. Landmarks in Pedestrian Navigation
Landmarks are found to play a vital role in both giving and understanding
route instructions. They are used to identify points at which actions are to
take place, at points where actions could take place, for confirmation along the
route, or as general orientation points when they are farther away (Lovelace
et al., 1999; Michon and Denis, 2001). Ross et al. (2004) found that they in-
crease the pedestrian’s confidence in an automatic system, compared to a sys-
tem that only gives relative direction instructions. Street names and distance
information (“In 200 meters turn into High Street”) are dispreferred kinds of
information (May et al., 2003; Schroder et al., 2011; Tom and Denis, 2004),
they result in more turning errors and lower confidence.
There are several definitions for the term ‘landmark’, all of which acknowl-

edge an element’s prominence in a particular situation and its potential to
serve in a cognitive representation of a route (Lynch, 1960; Presson andMon-
tello, 1988; Sorrows and Hirtle, 1999). We are using the term landmark to
denote any structure (or set of structures) in the environment of the speaker,1

such as buildings, areas like parks, shops, paths of any kind, intersections,
etc. We are explicitly not excluding streets as landmarks, because Tom and
Tversky (2012) have shown that it is not streets per se that are dispreferred as
landmarks, but the usage of street names because they can be hard to recog-
nize. This is reflected in our data, in which subjects frequently refer to streets.

2.2. Landmark Salience
When choosing a landmark for use in a route instruction, people do not choose
randomly, but try to pick a salient landmark, i.e. a landmark that will be eas-

1We leave the incorporation of global landmarks for future research.



ily recognizable (and memorizable in the case of giving instructions prior to
walking) for the instruction receiver.
Several kinds of features are found to play a role in determining a land-

mark’s salience, most of them contrast a landmark to its surroundings. The
three types of salience features that Sorrows and Hirtle (1999) identify are vi-
sual (the landmark stands in visual contrast to its surroundings), structural
(the landmark’s location is prominent), and cognitive (the landmark’s func-
tion makes it salient). More recently, efforts have been undertaken to auto-
matically compute the salience of landmarks for given navigation situations.
Raubal and Winter (2002) propose a formal model of landmark salience

based on the three types of salience identified by Sorrows and Hirtle (1999).
For each type of salience, visual, cognitive, and structural, they propose mea-
sures that contribute to it, and properties that describe them. For instance,
one measure of visual salience is the façade area of a building, that can be de-
scribed by its height and width. All measures are weighted and combined into
a final salience score by summing them. Except for visibility, which depends
on the pedestrian’s position, the properties are properties of the landmark it-
self. A statistical test is proposed to find significant differences between the
target landmark and surrounding landmarks, for which they primarily con-
sider buildings. Nothegger et al. (2004) extend this work with an evaluation
study in which human subjects are shown panoramic views of intersections
and they are asked to choose the most prominent façade. The automatically
computed saliencemeasures reflect the human choices, thus proving the suit-
ability of their model.
Duckham et al. (2010) move away from computing the salience of individ-

ual landmarks, because the necessary data, such as detailed information about
color or shape, is often hard to obtain. They propose to measure salience on
the basis of an object’s category. They are using a heuristic to determine how
suitable a certain category is as a landmark: experts were asked to rate land-
mark categories according to a set of nine factors that are proposed to describe
the salience types of Sorrows and Hirtle (1999). Ratings were given on a five-
point scale according to how suitable a specific instance of a category would
be as a landmark, and how frequently such an instance occurs. The final score
of a category is computed as the weighted sum of these rankings. The land-
mark categories are manually defined and assumed to be different for differ-
ent countries. As candidate landmarks a wide range of objects is considered,
such as buildings of many kinds, parks, or smaller structures such as mail-
boxes.
Elias (2003) approaches the task of determining themost salient building of

a given set in a different way. She uses semantic features about the buildings’
usage and function as well as geometric features reflecting the positioning of



the buildings. She applies a clustering algorithm to find a landmark candidate.
The approach is based on the idea that a suitable landmark will be an outlier
in terms of the used features and not fit into the found clusters. This approach
works well for an artificial test dataset.

3. Data Collection
For this study, we asked 6 subjects (4male, 2 female, average age 28.8) towalk
a specific route and describe their path in a way that would make it possible
for someone to follow them. Thereby, instead of reading information from
a 2-dimensional map, we put the subjects into the environment in which we
would later like to guide them, i.e. they can now see the environment in the
same way as users of our route-giving system experience it later.
The studywas set up as aWizard-of-Oz study (Dahlbäck and Jönsson, 1989)

inwhich the subjectswere asked to describe theway to a spokendialog system.
Theywere told that the system, like them, had a 3-dimensional and 1st-person
view of the environment. The subjects did not receive any particular instruc-
tions on how to interact with the system, but were advised to talk in a way they
thought was suitable. In this way, all subjects were explaining to the same lis-
tener about whom they had no more knowledge than that it was a machine,
and we could restrict them somewhat in the way they would formulate their
instructions (cf. Kennedy et al., 1988). The role of the experimenter (the “wiz-
ard” acting as the machine) was to acknowledge the subjects’ descriptions by
saying “okay”, or asking for a repetition or clarification in the case that there
was an interruption in the speech channel, such as toomuchbackgroundnoise
from the traffic.
The descriptionswere collected inEnglish. All subjects reported to be fluent

inEnglish. Twoof them reported to be only slightly familiarwith the area, four
reported to be familiar or very familiar. All were able to complete the task.

3.1. Task and Apparatus
The subjects were equipped with an Android mobile phone (Motorola Razr)
that ran an application which allowed us to record their GPS coordinates and
speech signal (cf. Hill et al., 2012; Boye et al., 2014). It also allowed to send
messages from the experimenter to the subject via text-to-speech (TTS). The
experimenter sat in a laboratory and used an interface which allowed him to
see the subject’s position on a map and type messages.
Speech signal and GPS coordinates were automatically logged and time-

stamped, thereby allowing to align speech transcriptions with a subject’s GPS
coordinates. The route that the subjects were asked to walk was a round tour
that started and ended outside the doors of our laboratory. The route was



Figure 2: The map of the route that the subjects were asked to follow.

approximately two kilometers long and was given to the subjects on an unla-
belledmapwhich is shown in Figure 2, where start and end point are indicated
by “X”. Themaphad street and other names removed, aswell as common sym-
bols, e.g. for churches or bus stops.

3.2. Analysis
Two of the subjects deviated slightly from this given route, all others followed
the path shown on the map in Figure 2. Subjects could choose in which di-
rection to start the tour, three chose one direction and three the other. The
subjects took on average 28 minutes and 25 seconds to complete the tour.
The recorded speech was transcribed and annotated using the Higgins An-

notation Tool.2 Speech segments were annotated as either descriptive (“and
then you can see a church to your left”) or instructive (“walk towards the
church”). The distinction between an instruction and a description was made
based on lexical cues, i.e. the choice of verb, alone. We restrict ourselves here
to examining those segments that are instructive, i.e. that specify amovement
between a starting point A and a goal point B. The points A and B are GPS co-
ordinates that are derived from the recordings of each subject.
Each of these segments is then annotated with all landmarks from our ge-

ographic database that the subject referred to. In the example in Figure 1,
the GPS coordinates indicate where the instruction was given and where the
next instruction followed. In this example, the subject referred to two objects,
“the steps” and “the arch”. Both these objects are entities in the geographic

2http://www.speech.kth.se/hat/

http://www.speech.kth.se/hat/


database, indicated by lines in the figure (cf. Götze and Boye, 2015a, for an
overview of the kinds of references that the subjects gave).

4. Problem Encoding
4.1. Learning from Route Segments
For each of our six subjects, we thus have a number of annotated route seg-
ments, each describing the path from A (the starting position of the segment)
to B (the goal position of the segment), and at least one landmark that the sub-
ject referred to (his preferred landmark(s) in this segment). Segments where
the subject did not refer to anything at all were excluded from this experiment.
The positions A and B are mapped to their closest nodes in the geographic

database. All landmarks in the contexts of these two nodes are considered
as possible candidates. A landmark belongs to the context of its closest road
node. We will refer to this set of landmarks as the candidate set for A and B.
In Figure 1, a part of this set is visualized as square-shaped icons (for nodes),
wide lines (for roads, paths, etc.), or dark grey shading (for buildings). The
candidate set for the segment (i.e. all landmarks the user could have referred
to in a given situation) was automatically computed from the database and
contains on average 30 landmarks.
The preferred landmarks might or might not be part of the candidate set.

There are two possible reasons for a preferred landmark not to be part of the
candidate set: Either the user referred to something that is not in the database
at all, or he referred to something that is farther away, and does not belong
to the context of neither A nor B. If none of the user-preferred landmarks is
part of the candidate set, the route segment was removed from the learning
problem.
An instance of the saliencemodel learning problem, then, is a candidate set

together with one or several preferred landmarks, at least one of which is part
of the candidate set.

4.2. OpenStreetMap
For geographic data, we are relying on the OpenStreetMap (OSM) geographic
database (Haklay and Weber, 2008). OSM is a freely available crowd-
sourced database used in different areas of research, e.g. in robot navigation
(Hentschel and Wagner, 2010), in indoor navigation (Goetz, 2012), and in
pedestrian navigation (Rehrl et al., 2010). It has two basic data structures:3

nodes and ways. Nodes can represent entities in their own right, e.g. inter-
sections, bus stops, or house entrances, but they can also act as the building

3We are disregarding OSM relations for the time being.



blocks of ways (sequences of nodes). Ways are used to represent street seg-
ments, buildings, or areas. In what follows, we will avoid the ambiguous term
“way”, and rather talk about buildings, streets, etc.
OpenStreetMap data is categorized according to an extensive scheme of

tags4 that specifies, for example, how an entity can be represented as a shop,
how names are added, or how to indicate speed limits on different parts of a
road. Since the data is crowd-sourced on a voluntary basis, it tends to contain
inconsistencies in the way tags are applied. Furthermore, the large number of
tags results in a different level of detail in different areas and a separation of
entities that cognitively belong together, e.g. different segments of the same
street are separate entities in OSM (each with its own identifier), because they
have different speed limits, or because a bus line is using part of the street.
When selecting a landmark from a set of available objects we want to treat
such objects as one. In a candidate set, their vectors are therefore combined
into one.

4.3. Features
The method described in Section 5 requires every landmark L to which the
user can refer to be modelled as a vector of features. In this study, we use a
vector of 18 features that are automatically computable, most of them on the
basis of the geographic database. Note that we are not making any explicit
assumptions aboutwhat feature valueswill positively (or negatively) influence
salience. This will instead be reflected in the learned weights.
The following features are used:

Distance

The distances to a landmark are capturing both structural and visual
aspects of the scene. Landmarks that are closer to the speaker are
more likely to take up a larger field of view. In the case where the
landmark is a road or building, distances are computed as the mini-
mum of the distances to each of the nodes that make up the road or
building. We are computing the distances:

• between the user’s position A and the landmark L (distAL)
• between the landmark L and the goal node B (distLB)

Angle

The angle in which the landmark is locatedwith respect to the pedes-
trian’s walking path gives us structural information. In the case

4http://wiki.openstreetmap.org/wiki/Map_Features

http://wiki.openstreetmap.org/wiki/Map_Features


where the landmark is a building, the angle is computed as the av-
erage of the angles when using each of the nodes in the building to
compute the line AL. We are computing the angle:

• between the lines AL and AB (angle)

Name

Whether a landmark has a name or not can be useful information
for visual (there is a sign) or cognitive salience (the name is widely
known because of the landmark’s function). Note that this feature
does not reveal whether the landmark was referred to with its name.
As mentioned in Section 3, the subjects believed that they were talk-
ing to an automatic systemand theymay have chosen to use the land-
mark’s category instead. The value is assigned as follows:

• The categorial attribute name has the value 1 if the landmark has a
name (e.g. “7-Eleven”), or belongs to something that has a name, e.g.
a node on a street, and the value 0 otherwise.

Type

Landmarks in our data are often referred to by their type, around
97%of all referring expressions contain a type specification (cf. Götze
and Boye, 2015a). Following the approach of Duckham et al. (2010),
a landmark’s type (or category) contributes to its salience by the
type’s frequency and its general suitability as a landmark. Type val-
ues are assigned as follows:
Each landmark is of at least one type, which is indicated by the value
1 in the corresponding slot. In OpenStreetMap, entries are anno-
tated with types in the form of tags, which we summarize into the
following type features:

road if the landmark is a road or part of a road. In OSM, roads are
tagged as highway and have different values depending on their
function. This feature includes all different kinds of streets, or
paths of any kind. In OSM, these entities can have any of the fol-
lowing values for the tag highway: primary, secondary, tertiary,
motorway, residential, footway, cycleway, path, pedestrian, or
steps.

building if the landmark has the OSM tag building, indicating a building
of any sort. A building can have a special type (buildingSpec),
such as a hospital, school, or church, or it has no special func-
tion (buildingGen), such as a residential building.

eating for a restaurant or cafe, etc.



leisure summarizes entities tagged as e.g. theater, library, ormuseum.
shop a supermarket, a pharmacy, or other entities tagged as shop.

entrance for a specific street address.
area for a park or a construction site, etc.

structure for a statue or a fountain, etc.
crossing for a pedestrian crossing with or without traffic lights

pubTrans for an entity belonging to the public transportation system, e.g. a
bus stop.

other for other identifiable entities, e.g. bench or bicycle parking.

Extending the OSM Features

We are extending this feature set with the following features:
• The feature duplicates counts how many other objects there are in
the candidate set that have the same values for all type features. The
intuition is that if there are several objects of the same type, more
effort is needed to distinguish one from the other because none of
them can be described unambiguously in a simple way. This may
play a role in deciding whether to refer to the landmark in question.

• The cognitive feature onRoute applies to objects that belong to the
route that the pedestrian is following. It has the value 1 if the object
belongs to the route, and 0 if it does not, e.g. a street that the pedes-
trian crosses but does not walk along. In an automatic navigation
system, this feature is available as part of the planned route.

In the example in Figure 1, the stairs that the user refers to (the
wider line close to the goal point B), is represented by the vector
(3,2,27,0,1,0,0,0,0,0,0,0,0,0,0,0,2,1). The first two positions contain the
distances (the 2-logarithm of the actual distance in metres, rounded to the
nearest integer). The third position represents the angle (in degrees). The
succeeding slot indicates that the landmark does not have a name. The val-
ues in the next 12 slots indicate that the landmark is a kind of road, but no
other type. The two final slots indicate that there are two other entities in the
candidate set that are of the same kind (having a value of 1 only for the road
feature), and that the entity is part of the route that the subject walks along.
All non-categorical features are normalized within the segment in which

they appear. Distances and angles, as well as the duplicates feature that counts
types, are then relative between the landmarks that appear in the same seg-
ment. The landmark that is farthest away from the speaker will have the value
1 for the feature distAL.



5. Salience Models

Previously we noted that whenever a person uses a landmark L in a descrip-
tion, he is preferring L over a number of other candidates that could have been
used in the description but were not. That is to say that the person (probably
unconsciously) finds Lmore salient than any other available candidateM. Our
goal is now to create a mathematical model of salience that generalizes from
these observations. This model can then be used to select a suitable landmark
to use in routing instructions in new, hitherto unseen situations.
First, note that the available data can not be interpreted as ameasure of ab-

solute salience. The preferred landmark L might be perceived as very salient
or perhaps not very salient at all; all we know is that it is more salient than
the other available candidates. Therefore it would be inappropriate to, say,
use a binary classification method where L is tagged as ‘salient’ and the other
candidates as ‘not salient’. Rather, we want to create a model that ranks the
landmarks from ‘best’ to ‘worst’. Such a model will attach a numerical score
to each available landmark indicating its salience, and the landmark with the
highest score is considered to be the most salient one. However, it should
be emphasized that the numbers themselves are unimportant; they are just
a means to get to the ranking, and the numbers do not represent salience in
any absolute way. In particular, we cannot compare salience scores between
different situations.
For learning such ranked salience models, we use the Ranking SVM Algo-

rithm described by Joachims (2002). This algorithm has been used for vari-
ous non-linear ranking tasks, e.g. in Named Entity Recognition (Bunescu and
Paşca, 2006) and Sentiment Classification (Kennedy and Inkpen, 2006).
As described in the previous section, each landmark can be represented as

a vector of numerical features, x = (x1, . . . ,xn) specifying scores along n dimen-
sions. The dimensions might represent scalar attributes such as distance, or
categorical attributes (e.g. 1 if the landmark is a restaurant, 0 if it is not). The
salience s(x) of a landmark is a linear combinationw ·x, wherew = (w1, . . . ,wn)
is the saliencemodel that specifies the relative importance of the different fea-
tures for the user. Naturally we do not assume that the user knows the values
of his salience model, or indeed even knows that such a model exists. Instead
we automatically infer the model as follows:
When a person uses a landmark L in a description rather than landmark M,

we can represent this as the inequality w · (xL −xM)> 0, where xL and xM are
the vectors representing L, and M, respectively. This inequality expresses the
fact that L is more salient than M according to the model represented by w.
Each route description from the user involving a landmark thus generates
a number of inequalities. Let m be the total number of inequalities for all



route segment descriptions. Then we want to find a weight vector w such that
w · (xLi −xMi) > 0, for 1 ≤ i ≤ m. (For brevity, we will use the notation di for
the difference xLi −xMi). Our goal is to find appropriate values for the weights
in w that satisfy as many of the inequalities w ·di > 0 as possible.
This can be done by solving the following optimization problem:

minimize 1
2 w ·w+ c

m
∑

i=1
ξi

where w ·di +ξi ≥ 1, i = 1 . . .m
ξi ≥ 0, i = 1 . . .m

Assuming that a person is not always consistent in his preferences, this for-
mulation of the problem introduces slack variables ξi and adds a penalty c on
those variables (see Joachims, 2002, 2006, for details).

6. Results
Recall that an instance for our ranking problem is a candidate set together
with one or several preferred landmarks (see Section 4.1), that give rise to
a number of inequalities as explained above. For evaluation, the set of all
instances for a particular subject was split into a training set and a test set.
The training set, two thirds of the segments, was used to derive a salience
model w according to the method presented in Section 5. This was repeated
several times for different permutations of route segments and averages were
computed. To evaluate w, the salience of each member of each instance of
the test set was computed. A successful instance is one in which one of the
user-preferred landmarks had the best salience according to themodelw. The
number of successful instances in the test set is an indicator of how well the
learned salience model actually reflects the preferences of the user.
The results are presented in Table 1 and show the following evaluationmea-

sures:

FHS First Hit Success is the proportion of route segments in which a user-
preferred landmark was ranked highest by the inferred model, i.e. the
proportion of successful instances.

MRR MeanReciprocal Rank (cf. Radev et al., 2002): If a user-preferred land-
mark is ranked as the nth landmark by the inferred model, its reciprocal
rank is 1/n. The total reciprocal rank is the sum of the reciprocal ranks of
all user-preferred landmarks in the segment. For the mean, this number
is divided by the number of user-preferred landmarks.

Ranking The above measures do not account for the total number of land-
marks that were available in a particular situation. We therefore intro-



Table 1: Evaluation measures for the derived salience models: First Hit Success (FHS),
Mean Reciprocal Rank (MRR), Ranking, and subjects’ self-rated familiarity with the area.
The numbers represent averages obtained using three-fold cross-validation.

# Segments Familiarity
Subject ID (total) FHS MRR Ranking (1-6, 6=max)

A 32 0.55 0.60 0.13 5
B 34 0.50 0.66 0.05 6
C 37 0.40 0.59 0.11 3
D 36 0.35 0.51 0.14 6
E 35 0.30 0.53 0.22 2
F 27 0.47 0.52 0.19 6

average 0.42 0.57 0.14
A+B+C+D+E+F 201 0.35 0.52 0.09
A+B+C+D+E+F 0.38 0.52 0.14
(training on 25
instances)

duce this measure that reflects the proportion of landmarks that the in-
ferred model ranked higher than the best-ranked user-preferred land-
mark. Recall that the mean number of available landmarks in a route
segment is 30.

In between 30%and 55%of the instances, the inferred saliencemodels rank
a user-preferred landmark highest. On average, the user-preferred landmark
is among the the 14% highest ranked landmarks. The mean reciprocal rank is
on average 0.57.
Table 2 shows two example feature vectors, i.e. two salience models, sorted

by the values of the weights. Theseweights were obtainedwhen training on all
instances of subjects A and B, respectively. The different orderings of the fea-
tures reflects different preferences of these two subjects when choosing land-
marks to refer to. For example, subject A seems to preferably choose land-
marks that are close to the goal position of the route segment (feature distLB),
while the same feature has a value close to zero for subject B, meaning that it
does not play a significant role for ranking landmarks.

7. Discussion
The SVM Ranking method manages to mimic the user’s salience preferences
in 42% of the tested instances. Recall that an instance contained on average
30 landmarks.
How good is this result? Recall that we are aiming for an interactive guid-



Table 2: Comparing the feature weights for two subjects’ models (Subjects A and B)

Subject A Subject B
Feature Weight Feature Weight
distLB -1.927 entrance -0.835
distAL -1.269 eat -0.712
angle -1.039 distAL -0.651
structure -0.477 area -0.575
other -0.464 buildingSpec -0.542
pubTrans -0.456 road -0.452
shop -0.389 structure -0.439
eat -0.376 angle -0.363
duplicates -0.180 crossing -0.353
buildingSpec 0.000 shop -0.265
leisure 0.000 pubTrans -0.088
buildingGen 0.193 distLB -0.011
road 0.193 other 0.000
entrance 0.430 leisure 0.000
area 0.550 buildingGen 0.090
name 0.810 duplicates 0.437
crossing 0.810 onRoute 1.110
onRoute 1.288 name 1.388

ing scenario, where the system has the option of first confirming with the user
that he can identify the landmark, before using it in an instruction. Moreover,
since all available landmarks are ranked, the system can use the next-best
ranked landmark if the user is unable to recognize the top-ranked one. An-
other possibility would be for the system to change to a different navigation
strategy, such as asking the user to identify what he can see. Such information
could be used to further tune the “personal” weights of this user.
We can see that for some users, the ranking produces better results than for

others and this seems to be unrelated to the amount of available training data
(which was two thirds of the total number of segments). For example, sub-
ject E’s models were successful in 30% of the test instances. On average, the
learned ranking function ranks the landmark that was preferred by E among
the 22% highest ranked landmarks in a situation. For subject D, where a sim-
ilar number of training instances was available, the method achieved a FHS
rate of 35% and the preferred landmark was on average among the 14% high-
est ranked landmarks. A possible explanation for this is that a subject might
have changed his strategy for choosing landmarks along the route, thus intro-
ducing more inconsistencies when evaluating the set of references as a whole.



Such a change could depend on a (perceived) change of environment, e.g. by
entering an unknown areawhere the pedestrian has to relymore on visual fea-
tures while in familiar situations he can refer to familiar places by their name.
As a reference, we are reporting the subjects’ scores of overall familiarity with
the area in Table 1.
Table 2 shows saliencemodels of two subjects that differ in which of the fea-

tures contribute most to a ranking, suggesting that the models should indeed
be computed per person rather than having only onemodel for all. In order to
further assess whether a combined model, containing landmark preferences
from several subjects, can be useful instead of personal models, we also built
such a model. The lower part of Table 1 shows the evaluation measures for
both training a model on two thirds of all available data, as well as training on
a set that is comparable in size to the personal models (25 training instances).
When training on a comparable size of instances as for the personal models,
we can see that the combined model does not perform better than the indi-
vidual models. When increasing the training set size to ca. 134 instances (two
thirds), we can see no improvement, which strengthens the plausibility of a
personal salience model for each user.

8. Conclusion
We have presented an approach to learn individual salience models for land-
marks that are used in navigation instructions, using landmark features that
are computable in real-time from crowd-sourced, readily available data. In-
stead of hand-tuning the weights in a salience function, we are learning a
weight model that is individual to each of our subjects and reflects the con-
tribution of different features in selecting a landmark in a given situation.
The evaluation of these models shows promising results. When ranking

the available landmarks in a navigation situation, they can often predict the
landmark that was chosen by the user and generally ranks the user-preferred
landmark high. While the overall results still leave room for improvement, we
believe that the described ranking method will be a useful addition to existing
methods that compute salience on a variety of features. As discussed in Sec-
tion 2.2, several methods use weights to account for the impact of different
salience features. These weights are hand-tuned on the basis of theoretical
research about salience (e.g. Raubal andWinter, 2002). The rankingmethod
we propose allows to learn these weights from data, e.g. from landmark in-
formation as collected in a recently developed application by Wolfensberger
and Richter (2015). Note that instead of user preference ratings it would also
be possible to learn from data that a deployed system collects: the system can
collect information about which landmarks worked well in a situation (and
should be ranked higher), andwhich ones did not (and should be ranked lower



than all others).
The features we used in this work are simple features that can be easily com-

puted from OpenStreetMap. However, the features are independent of how
a landmark was referred to. Only the geographic representation is taken into
account, regardless of whether the corresponding feature was also mentioned
in the description. For example, an object can be a building or have a name
without the reference containing the word “building” or the name of the ob-
ject. Likewise, the subjects mention features that we currently cannot com-
pute from the OSM database, such as size (“the smaller fountain”), color (“a
yellow building”), material (“a brick building”), or slope (“a slight incline”).
We plan to further investigate how the features mentioned by the describer
can be used in computing salience.
The next step in this work will be to incorporate the learned models in our

pedestrian navigation system, and try them out on new situations.
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