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Abstract—Recommendation systems that model users and their
interests are often used to improve various user services. Such
systems are usually based on automatic prediction of user ratings
of the items provided by the service. This paper presents an
overview of some of the methods for automatic ratings prediction
in the domain of movie ratings. The chosen methods are based
on various approaches described in related papers. During the
prediction process both the user and item features can be used.
For the purpose of this paper, data was gathered from the
publicly available movie database IMDb. The paper encompasses
the implementation of the chosen methods and their evaluation
using the gathered data. The results show an improvement in
comparison to the chosen baseline methods.

I. INTRODUCTION

There are many services today which provide users with
information about a large number of different items. Good
examples of this are systems used in electronic commerce,
various public databases, and many others. Information about
items that might appear more interesting to users is used to
improve the quality of such services. The user ratings given to
some items are used to determine the ratings of other items.
Those systems which perform such tasks are called automatic
ratings prediction systems.

Automatic ratings prediction systems determine a possible
user rating for a specific item using a set of chosen features.
The information about a possible user rating can be used for
different purposes. For example, bookselling services can iden-
tify books more interesting to users and use this information to
increase sales. Similarly, while using public databases, a user
can be presented with data that might appear more interesting
to him, thus improving service quality.

Good ratings prediction requires the correct interpretation of
the available data about both the user and the item. Therefore,
the design of such systems often uses information retrieval and
machine learning techniques to find regularities in the available
data. The techniques used can differ in their complexity, the
amount of data required, as well as other features.

This paper presents a short overview of some automatic
ratings prediction methods. The chosen methods are used
in automatic ratings prediction systems of many well-known
services and are applied to various items. The paper is based on
movie ratings prediction, so an adequate dataset was collected,
the chosen methods were implemented and evaluated, and the
acquired results were analysed.

The paper is organised as follows. The next section presents
a short overview of related papers and research on the subject.
Then, the descriptions of the used automatic ratings prediction
methods are given, divided by the features they use. This is
followed by the description of the evaluation process, as well
as the presentation and analysis of the results. The last section
concludes the paper.

II. PREDICTING MOVIE RATINGS

Ratings prediction is closely related to the problem of rec-
ommending items to users. A lot of research into this problem
has already been done. However, most of this research reduces
the problem of recommendation to the problem of predicting
a suitably defined rating for the user and then recommends the
item with the highest rating. Three different approaches have
emerged in the research of ratings prediction: content-based
methods, collaborative methods, and hybrid methods [1].
Content-based methods predict user ratings using the item’s
features and the user’s affinities, while collaborative methods
predict ratings using the ratings of other, similar users. Hybrid
methods combine the two aforementioned approaches. These
approaches can additionally be subdivided into heuristic and
model based approaches.

Li and Yamada created a system to predict movie ratings
based on decision trees [5]. Decision trees use selected movie
features when predicting a movie rating. User preferences for
the above mentioned movie features were modeled by building
a separate decision tree for each user.

Neural networks can be used to predict a user’s movie
preferences by applying both the the content based and col-
laborative approach. Neural networks using a content based
approach were built in [6] to profile users’ web page ratings.
A comparison of the performance of a naive Bayes to the
performances of other machine learning methods, including
neural networks, was given to verify the feasibility of using
computationally demanding methods. Compared to the naive
Bayes, neural networks have achieved slightly worse results.

Resnick et al. built a distributed system for news filtering
based on predicted ratings [8]. The method used is a collab-
orative heuristic method. User ratings are predicted using the
ratings of similar users via the k nearest neighbors algorithm
(k-NN). User similarity is based on ratings given to the same
articles.



Pennock et al. suggested a method for ratings prediction
based on personality diagnosis that combines model based
and heuristic approaches [7]. The method uses the probability
that a user belongs to a certain personality type and the
probability of the predicted rating for that personality type.
Hoffman, in his work [3], [4], describes a collaborative method
based on a probabilistic model with latent variables. Latent
variables are used to describe groups of similar users. The
expectation maximization algorithm is used to estimate the
model’s parameters.

For their hybrid system, [9] are proposing a model which
contains user and movie features, as well as all available
ratings. Rating prediction is then done by using the singular
value decomposition method (SVD) and the k nearest neigh-
bors algorithm (kNN). The authors call this method the SVD-
kNN method.

This paper presents the comparison of different methods for
ratings prediction. The aforementioned methods were imple-
mented and their results on acquired datasets were compared
in order to find the optimal approach to ratings prediction.

III. METHODS FOR MOVIE RATINGS PREDICTION

The problem of predicting a user’s ratings can be formally
defined as follows [3]. Let U be the set of all users, I be the set
of all movies, and R be the set of all possible ratings. The goal
in ratings prediction is to learn the function g : U×I → R for
all values from known values of some subset of U × I. The
description of the chosen methods is given in the rest of this
section. The following subsection describes methods based on
movies features. Methods that predict user ratings based on the
ratings of other similar users are described in subsection III-B.
The last subsection presents a hybrid method that combines
movie features and user similarity.

A. Content based methods

One of the basic content based methods used in this paper
is the regression tree. Each tree represents a user profile
created using the user’s ratings. The features used in this
paper are: genres, actors, directors and screenwriters. All the
possible features are placed in a binary vector, where each
row corresponds to either a genre, an actor, a director or a
screenwriter. The rows of each vector that correspond to a
specific feature of a movie are marked with a one (1), while the
rest is marked with a zero (0). When building a regression tree,
the minimum square error criterion was used. Classification
trees were taken into consideration as well, but preliminary
testing showed that they produced inferior results.

Another content based method for user profiling is the
multilayer feedforward neural network. The hidden layers
consist of sigmoidal units, while the output layer consists of
linear units. A separate neural network is trained for each
user using only the ratings of that user. The movie features
used in the training process are genres, actors and directors.
A neural network predicts a specific user’s movie rating using
those features. The features are represented using a binary
vector, similar to the regression tree described in the last

paragraph. The training is done using the Levenberg-Maquardt
modification of the backpropagation learning algorithm [2].

B. Collaborative methods

Following [8], a simple method was implemented which
uses the k nearest neighbors algorithm to predict user ratings
using ratings of similar users. The similarity of users ux and
uy , sim(ux, uy), can be calculated in two ways. The first way
is by calculating the Pearson correlation coefficient, which is
the correlation between the ratings users ux and uy have given
to the same movies:

sim(ux, uy) =

∑
i∈Ixy

(rx,i − r̄x)(ry,i − r̄y)√ ∑
i∈Ixy

(rx,i − r̄x)2
∑

i∈Ixy
(ry,i − r̄y)2

, (1)

where Ixy is the set of all the movies both users have rated,
rx,i is the rating of user ux for movie i, and r̄x is the average
rating of user ux. User similarity can also be calculated if two
users are treated as vectors in a vector space, where vector
components are the ratings of movies both users have rated.
The similarity between two users can then be calculated as the
cosine of the angle between their vectors:

sim(ux, uy) =

∑
i∈Ixy

rx,iry,i√ ∑
i∈Ixy

r2x,i

√ ∑
i∈Ixy

r2y,i

. (2)

The rating ru,i of user u for movie i is predicted using the
expression:

ru,i = r̄u + a
∑
u′∈Û

sim(u, u′)(ru′,i − r̄u′),

where Û is the set of k most similar users who rated the given
movie i, while a is the normalization factor:

a =
1∑

u′∈Û
| sim(u, u′)|

.

The personality diagnosis method, taken from [7], models
a user’s personality and uses it in the prediction of ratings. If
there are m movies in total, the personality type of user i can
be presented as a vector Rtrue

i = 〈Rtrue
i1 , Rtrue

i2 , . . . , Rtrue
im 〉,

where ratings Rtrue
ij represent “true” ratings of movie j for

user i. Additionally, it is assumed that the actual user ratings
have Gaussian noise added to the “true” ratings. For user i
and movie j, the recorded rating presents a realization of a
random variable, governed by a normal distribution, whose
mean value is equal to the “true” rating Rtrue

ij :

P (Rij = r|Rtrue
ij = rt) ∝ e

−(r−rt)2

2σ2 .

It is assumed that the acquired rating vectors form a rep-
resentative distribution of personality types present in the
population. The user u for which the prediction is being made
can belong to any of the observed personalities R1, . . . ,Rn

with a probability of 1/n. Knowing some of the ratings of



user u, the probability that he belongs to the personality type
Ri can be calculated by:

P (Rtrue
u = Ri|Ru1 = r1, . . . , Rum = rm)

∝ P (Ru1 = r1|Rtrue
u1 = Ri1)

· · ·P (Rum = rm|Rtrue
um = Rim)P (Rtrue

u = Ri).

Finally, the probability distribution of the rating for movie
i and the current user u can be estimated using previous
probabilities for personality types as follows:

P (Rui = ri|Ru1 = r1, . . . , Rum = rm)

=

n∑
j=1

P (Rui = ri|Rtrue
u = Rj)

· P (Rtrue
u = Rj |Ru1 = r1, . . . , Rum = rm). (3)

The rating with the highest probability is then the predicted
rating of user u for movie i. The method is defined only with
the deviation σ of the normal distribution.

The probabilistic latent semantic analysis was implemented
according to [3]. Intuitively, latent variables represent hidden
causes for ratings that user gave to each movie. Users are
divided into groups according to similar rating causes using
latent variables. Formally, the probability that a user u rates
movie i with rating r can be written as:

p(r|u, i) =
∑
z

p(r|i, z)P (z|u),

where z is the latent variable which represents hidden causes.
The probability that the cause z is responsible for the ratings
of user u is presented by the term P (z|u), while p(r|i, z) is
a probability distribution for the ratings of a known movie
i according to the cause z. It is assumed that this proba-
bility distribution is a normal distribution. The expectation
maximization algorithm is used to estimate the distribution’s
parameters µi,z , σi,z and the probability P (z|u). The E-step
of the algorithm is represented by the equation:

P (z|u, r, i; θ̂) =
p̂(r|i, z)P̂ (z|u)∑
z′ p̂(r|i, z′)P̂ (z′|u)

,

where the hat symbol presents the probabilities according to
parameters θ̂, that is, previous estimations for the probability’s
parameters. The probabilities of latent variables z for all
recorded ratings are calculated using the stated equation. These
probabilities are then used in the M -step for the estimation of
probabilities P (z|u):

P (z|u) =

∑
〈u′,r,i〉:u′=u P (z|u, r, i; θ̂)∑

z′
∑
〈u′,r,i〉:u′=u P (z′|u, r, i; θ̂)

and distribution parameters µi,z and σi,z:

µi,z =

∑
〈u,r,i′〉:i′=i r P (z|u, r, i; θ̂)∑
〈u,r,i′〉:i′=i P (z|u, r, i; θ̂)

,

σi,z =

∑
〈u,r,i′〉:i′=i(r − µi,z)2 P (z|u, r, i; θ̂)∑

〈u,r,i′〉:i′=i P (z|u, r, i; θ̂)
,

Fig. 1. Example of the matrix on which SVD-kNN method is based

where 〈u, r, i〉 represents the set of all recorded ratings. All
ratings are normalized according to the mean rating µu and
deviation σu of the user according to equation:

(u, r, i) 7→ (u, r′, i), using r′ =
r − µu

σu
. (4)

Using the calculated parameters, the predicted rating can be
obtained as a mathematical expectation for p(r|u, i):

E[r|u, i] = µu + σu
∑
z

P (z|u)µi,z.

C. Hybrid methods

The hybrid method SVD-kNN, described in [9], was imple-
mented for the purposes of this paper. All available user and
movie features are placed in the matrix:

Hm×n =

[
Ru×i Uu×y · w2

Ix×i · w1 0x×y

]
,

(
m = u+ x
n = i+ y

)
where Ru×i is a matrix of ratings which users gave to movies
they watched, Uu×x is a user feature matrix, Ix×i is a movie
feature matrix and w1 and w2 are weighted factors that are
used to define the ratio at which movie and user features affect
the prediction result. Note that filling the matrix H with zeros
0x×y is necessary to preserve its rectangular shape. Figure 1
shows an example of the matrix H .

In order to achieve better rating predictions, it is necessary
to remove user preferences, movie popularities and other
global effects from matrices R, U and I . For the rating matrix
R this is done by “averaging” rating values in the form of
subtracting weighted combination of overall- (r̄), user- (r̄u)
and movie-average (r̄i) from the original rating:

r̃ui = rui − αr̄ − βr̄u − γr̄i.

The parameters α, β and γ determine the influence of each
effect. Feature matrices, U and I , consist only of values 0 or



1, so the previously mentioned normalization method is not
applicable here. Instead, the following expression is used:

F̃ = MFN,

where F is a user- or movie-feature matrix and M and N are
diagonal matrices with values:

Mxx =
1√∑

n
Fxn

and Nyy =
1√∑

m
Fmy

.

After removing global effects in the rating and feature
data, the SVD method is used on the resulting matrix H .
SVD is an eigenvalue generalization for non-square matrices
which is often used in signal processing and statistics. The
linear decomposition procedure factorizes the starting matrix
into three low-dimensional resulting matrices containing left-
singular vectors (V ), singular values (S) and right-singular
vectors (W ) respectively:

Hk = Vm×k · Sk×k ·WT
k×n.

The parameter k defines the number of extracted eigenvectors
and is crucial for model accuracy. Matrices V , S and W
are used to calculate compound matrices X = [V S

1
2 ] and

Y = [S
1
2WT ], which can be considered as separate user and

movie concepts and be used as a basis for collaborative rating
prediction methods. Using the k nearest neighbor algorithm,
the prediction is done by calculating:

r̂ui =

∑
j⊂ratedMovies(u)

sijruj∑
j∈ratedMovies(u)

|sij |
,

where sij is a cosine similarity defined analogous to expres-
sion (2). Model accuracy is also dependent on the number of
neighbor elements (n) that are included in the calculation.

IV. EVALUATION

All methods mentioned before are implemented and tested
using the Matlab software package. This section describes the
training and test data, as well as the performance measures
that are used in experiments. The last subsection contains
experiment results and their analysis.

A. Training and test data

Movie and user data was collected from the publicly avail-
able IMDb1 database. Movie ratings in the collected data are
represented by the ratings that users gave in their reviews.
Apart from the ratings, the following movie features were
collected: title, genres, year of release, directors, screenwriters
and actors. It is possible that some movies do not have all of
the listed features. Although a bigger dataset was collected, the
set of 1059 users, 9428 movies, 1000 actors, 1066 directors,
1060 screenwriters, 28 genres and 65581 ratings in range from
1 to 10 was used for the purposes of this paper.

The training dataset was generated using the AllButOne
method described in [3]. One rating from every user in the

1http://www.imdb.com/

training set was left out and used to create a test set. Thus the
training set contains 64522 ratings, while the test set contains
1059. The average number of ratings per movie is 7.57, per
user is 60.93, and the average rating value is 7.22.

B. Performance measures

Two performance measures were used to present the success
of the various methods used in the paper: the average absolute
deviation (AAD) and the root mean square error (RMSE). The
first measure is calculated using the expression:

AAD(D) =
1

|D|

|D|∑
j=1

|ro(j)− rt(j)|, (5)

where D is the training set which contains records about users,
movies and ratings, ro(j) is the predicted user rating for the
movie in record j, and rt(j) is the real user rating. Using
similar terms, the RMSE measure can be calculated:

RMSE (D) =

√√√√ 1

|D|

|D|∑
j=1

(ro(j)− rt(j))2. (6)

C. Results

The results for each of the implemented methods are shown
in table I. The average absolute deviation (AAD) and rooted
mean square error are shown for every method. Additionally,
the table shows the number of examples that belong to one
of the selected ranges of absolute deviation. Two baseline
methods were implemented: for each movie and user pair
the first baseline method returns the movie’s mean rating,
while the second method returns the user’s mean rating, both
calculated on the train set. The rest of this sections contains
comments for the evaluation results of each method, following
the order in which they appear in the table.

The regression tree was trained using ten-folded cross-
validation that showed the best places to trim the tree. The
results obtained in this paper are inferior to baseline methods.
Such a result could likely be explained with an insufficient
number of training samples per user and a very sparse distri-
bution of features per film. A small number of sparse vectors
cause problems when discerning a movie.

The complexity of neural networks, the number of hidden
layers and the number of neurons in the hidden layer was
chosen according to the guidelines in [6]. Using two hidden
layers, one consisting of ten, and the other of five units, is not
optimal, as can be seen from the results. Selecting the optimal
number of neurons in the hidden layer by searching the entire
parameter space could not be performed due to high computing
demands. The experimental results are inferior to baseline
methods, which could be attributed to the same reasons as it
was with the regression tree. In addition, the results are worse
than those acquired using the regression tree, probably because
the regression tree selects features that better discriminate
movies, while neural networks predict movie ratings based on
features more common in the set. The inability of a network’s
structural adaptation to an individual user could have also



TABLE I
RESULTS

Methods Measures Deviation

AAD RMSE [0, 0.5〉 [0.5, 1.5〉 [1.5, 2.5〉 [2.5,∞〉

Baseline methods
Mean movie rating 1.676 2.289 199 405 248 207
Mean user rating 1.457 1.921 258 392 227 182

Content-based methods
Regression tree 1.593 2.293 278 352 216 213
Neural network 1.691 2.307 242 370 207 240

Collaborative methods
k-NN algorithm 1.319 1.747 263 454 201 141
Personality diagnosis 1.482 2.009 238 400 248 173
Latent variables (EM) 1.254 1.739 307 438 185 129

Hybrid methods
SVD-kNN 1.379 1.897 267 415 212 165

contributed to poor results. Currently, neural networks built for
users with a smaller number of ratings are probably overfitted,
while more complex networks would be more suitable for
users with a larger number of ratings.

The parameter k of the k nearest neighbors method was
trained using ten-folded cross-validation on the given training
set. The training procedure was performed twice, for different
user similarity measures, given by expressions (1) and (2).
Both cases resulted with value kopt = 40 as the optimal value
of the parameter. A new similarity table, which contained
similarities between pairs of users, was obtained for each
iteration of the cross-folded validation. The uses of both the
Pearson coefficient and the cosine similarity resulted in equal
error values, given in table I. Both error values are smaller than
those acquired through the use of baseline methods. The main
advantage of this method is its simplicity and solid results,
while the largest flaw is the inability to add new users without
recalculating the similarity table.

The personality diagnosis method was trained using three-
folded cross-validation with the step value of 0.5 for the pa-
rameter σ. The optimal value for the parameter was determined
to be σopt = 5.0. The results obtained on the test data show
results inferior to one of the baseline methods. A possible
reason for this is a small number of ratings per movie on
average, which can cause a lower possibility of finding similar
users. The advantage of this method is its simplicity, while one
of the main disadvantages is that all of the user information
needs to be stored in memory.

The number of variables in the probabilistic latent semantic
analysis was determined using five-folded cross-validation.
On each iteration of cross-validation 30 random restarts of
the algorithm were carried out, in order to minimize the
influence of randomly chosen initial conditions. The error for
that iteration was then set to be the mean of the errors from
the random restarts. The optimal number of latent variables
obtained by cross-validation was equal to 1 and the error
grew with the number of variables. The results show the best
ability to predict ratings compared to the rest of the tested
methods. The primary advantage of the method is the ability

to semantically interpret its results as groups of similar users,
while the main disadvantage is its inability to cope with new
users or movies.

All parameters of the SVD-kNN hybrid method (α, β, γ,
k and n) were trained using three-folded cross-validation, but
due to extreme computational complexity not all combinations
of values were tested. Instead, the parameter space was ex-
amined more thoroughly as parameter values were closer to
optimal. A new singular value decomposition of the matrix
H and a new similarity table for the kNN algorithm were
calculated in every iteration of the cross-folded validation. Op-
timal values are as follows: αopt = −0.069, βopt = −0.795,
γopt = −0.789, kopt = 112 and nopt = 3308. It is clear that
the results of the hybrid method are better than those of the
baseline methods, but not the best overall. The performance
would probably benefit from additional user information and
more ratings. The main advantage of this method is that the
prediction is based on all available information (user and
movie features as well as ratings), which might lead to better
results. The main disadvantage is its extreme computational
complexity because new users cannot be added to the model
without recalculating the singular value decomposition of the
matrix H and creating a new similarity matrix.

Of all the tested methods, the probabilistic latent semantic
analysis using one latent variable proved to be the best. In this
case, the method can be simply interpreted by the equation:

r = µu + σuµ̄i,

where r is the predicted rating, µu is the user’s mean rating, σu
is the user’s deviation, and µi is the mean value of normalized
movie ratings, where normalization was performed according
to (4). This result demonstrates relative similarity in ratings
between users, that is, most users give movie the same rating
modified by their own personal scale. It is possible that these
results are consequence of the small number of ratings per
movie and users tendency to rate movies that they prefer,
which results in small deviation between ratings. Using a more
representative dataset could possibly lead to better results.



V. CONCLUSION

Predicting user ratings for some items presents an interest-
ing and well formed problem. Many different approaches to
solving this problem were used with different methods and
performance. This paper gives a comparison of a number of
methods used in the automatic prediction of movie ratings.
The used dataset was collected from the publicly available
IMDb database. The results show that the probabilistic latent
semantic analysis achieved the best predictions.

Future plans include more detailed testing with different
datasets because the currently used dataset does not contain
the required diversity of user ratings. Some of the implemented
methods were not tested thoroughly enough because of their
computational complexity and should be tested in detail.
Other methods suggested in related work should be taken
into consideration as well. A combination of classifiers and
the use of weighted voting could be tested for prediction
purposes. Finally, developing a new algorithm for movie
ratings prediction is a possible option for the future.
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