Search for IMRT inverse plans with piecewise constant fluence maps using compressed sensing techniques
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An intensity-modulated radiation therapy (IMRT) field is composed of a series of segmented beams. It is practically important to reduce the number of segments while maintaining the conformality of the final dose distribution. In this article, the authors quantify the complexity of an IMRT fluence map by introducing the concept of sparsity of fluence maps and formulate the inverse planning problem into a framework of compressing sensing. In this approach, the treatment planning is modeled as a multiobjective optimization problem, with one objective on the dose performance and the other on the sparsity of the resultant fluence maps. A Pareto frontier is calculated, and the achieved dose distributions associated with the Pareto efficient points are evaluated using clinical acceptance criteria. The clinically acceptable dose distribution with the smallest number of segments is chosen as the final solution. The method is demonstrated in the application of fixed-gantry IMRT on a prostate patient. The result shows that the total number of segments is greatly reduced while a satisfactory dose distribution is still achieved. With the focus on the sparsity of the optimal solution, the proposed method is distinct from the existing beamlet- or segment-based optimization algorithms. © 2009 American Association of Physicists in Medicine. [DOI: 10.1118/1.3110163]
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I. INTRODUCTION

In intensity-modulated radiation therapy (IMRT), the treatment plan is selected from a large pool of physically feasible solutions by optimization of an objective function. The final solution depends on the choice of objective function and constraints applied to the optimization. Two commonly used approaches are beamlet- and segment-based optimizations. In the traditional beamlet-based algorithms for the step-and-shoot IMRT, each beamlet intensity is an independent and continuous variable. For a fast calculation, the nonconvex physical constraints of the dose delivery are not included in the optimization. As a result, the optimized beamlet intensity map has a high complexity, and the number of segments for dose delivery is usually large after leaf sequencing. A large number of segments reduces not only treatment efficiency but also treatment accuracy due to increased patient motion during beam delivery and the involvement of irregularly shaped segments. Many attempts have been made to reduce the fluence map complexity by using various data smoothing techniques.\textsuperscript{1–6} These algorithms smooth the edges and help get rid of spiky behaviors of fluence maps. However, the overall shapes of the final fluence maps remain the same and, as thus, the solution so obtained represents only a small perturbation to the original unsmoothed plan and the reduction of the number of segments is usually rather limited. Segment-based methods tackle the problem from the delivery aspect typically by enforcing a prechosen (often unjustified) number of segments for each incident beam and then optimizing the shapes and weights of the apertures.\textsuperscript{7–14} However, searching for an optimal solution by using segment-based optimization is inherently complicated because of the highly nonconvex dependence of the objective function on the multi-leaf collimator (MLC) coordinates and the optimality of the final solution is not always guaranteed when an iterative algorithm is used.

An important characteristic that has not been utilized in most of inverse planning methods is that the IMRT solution space is highly degenerated in the sense that there are usually a large number of IMRT plans for the same prescription. While these plans yield similar dose distributions satisfying the prescription and constraints, the fluence maps of the plans can be dramatically different. Therefore, it is possible to stipulate constraints in the search of the optimal beamlet intensity such that the resultant number of segments is greatly reduced while the dose distribution is not severely deteriorated. In this work, instead of directly including the nonconvex physical constraints in the optimization, which is computationally intensive and increases the probability of being trapped in local optimal solutions, we propose an efficient method to achieve a global optimal solution only in a sparse space of fluence maps where the physical constraints are implied. The derivation is based on the fact that a beamlet intensity map which can be delivered using a small number of segments must be piecewise constant and its derivative is sparse. The problem is formulated as a multiobjective optimization, with an $L_1$ norm to enforce the sparsity of the solution, such that the number of beam segments is minimized, and a quadratic term to quantify the dose performance. Pareto efficient solutions are calculated, among which the clinically acceptable solution with the smallest number of beam segments is selected as the final solution. The performance of the proposed method is demonstrated using a prostate patient study.
The proposed algorithm can be regarded as an application of compressed sensing method in signal processing. Briefly, compressed sensing is a technique for acquiring and reconstructing a signal that is known to be sparse or compressible. A mathematical manifestation of a sparse signal is that it contains many coefficients close to or equal to zero when represented in some domain. Effective utilization of this prior knowledge of the system (i.e., the sparsity of the signal to be processed) can potentially reduce the required number of measurement samples (typically, this is determined by the classical Shannon-Nyquist theorem). Mathematically, IMRT inverse planning is analogous to the signal processing problem with the fluence maps being the “signal” to be detected for the given prescription doses. As mentioned above, inverse planning is an underdetermined problem and there are usually numerous fluence maps that are capable of yielding a clinically acceptable dose distribution. In this application, the sparsity of the derivative of the fluence maps makes compressed sensing a viable solution to the treatment planning. In reality, recovering or reconstructing sparse signals is generally a nonconvex problem, and therefore the computation is intense. However, recent development in the field of inverse problem shows that a mathematically heuristic sparse solution can be obtained using a convex optimization of an L-1 norm.

II. METHOD

II.A. Dose optimization without delivery constraints

The conventional beamlet-based optimization for inverse treatment planning is based on the linear relationship between the delivered dose distribution on the patient, \( d \), and the intensity of the beamlets, \( x \):

\[
d = Ax,
\]

where \( d \) is a vectorized dose distribution for a three-dimensional volume, and the beamlet intensity \( x \) is a one-dimensional vector that consists of row-wise concatenations of beamlet intensities for all fields. Each column of the matrix \( A \) is a beamlet kernel, corresponding to the dose distribution achieved by one beamlet with unit intensity. The beamlet kernels are precomputed based on the CT images of the patient, the treatment machine settings, and the beam geometry. In this work, we used the voxel-based Monte Carlo algorithm (VMC) as our dose calculation engine.\(^\text{17}\)

For an efficient calculation, a convex function is usually used as an objective function in the optimization. If we use \( \phi_i(x) \), the square of the L-2 norm of the difference between the delivered dose and the target dose as the objective function of \( x \), the treatment planning problem can now be expressed as follows:

\[
\begin{align*}
\text{minimize} & \quad \phi(x) = \sum_i \lambda_i (A_i x - d_i)^T (A_i x - d_i) \\
\text{subject to} & \quad x \geq 0,
\end{align*}
\]

where the index \( i \) denotes different structures, \( \lambda_i \) is the relative importance factor, and each column of the matrix \( A_i \) is the beamlet kernel corresponding to the \( i \)th structure, and \( d_i \) is the prescribed dose. The main variables used in this paper are summarized in Table I for readers’ reference.

II.B. Sparsity of fluence maps

The above optimization problem (2) does not consider dose delivery constraints of treatment machines. For MLC based IMRT delivery, two types of constraints on the segmented apertures are important. The first is the uniformity constraint, i.e., the intensity map of one beam aperture is uniform inside the MLC open area and zero elsewhere. The second is the connectivity constraint, i.e., the nonzero intensity areas of one beam aperture are connected in the direction of MLC leaf pairs.

The essence of compressed sensing methods is to utilize the prior knowledge that the signals of interest are sparse when represented in some domain. A fluence map is a summation of contributions from a series of segmented fields. If all the possible segments with different shapes are considered as the basis functions in a linear space, a fluence map with a small number of segments is a sparse presentation in such a space. Now the challenge is how to describe this sparsity mathematically and use it as an objective in the optimization. Fortunately, the sparsity of an actual fluence map can be easily quantified based on the uniformity constraint of apertures. As a summation of uniform intensity maps with different shapes, an actual fluence map is a piecewise constant function, which can be easily “sparsified” by taking derivatives. Define a gradient operator as

\[
\nabla_{u,v}x(u,v) = |x_{u,v} - x_{u-1,v}| + |x_{u,v} - x_{u,v-1}|,
\]

where the variables \( u \) (or \( v \)) is the row (column) index of the beam intensity for each field.

The sparsity of a fluence map can be evaluated as the summation of the absolute values of the gradients, defined as

\[
\text{sparsity} = \sum |\nabla_{u,v}x(u,v)|.
\]
\[
\phi_2(x) = \sum_{f=1}^{N_f} \sum_{u=2}^{N_u} \sum_{v=2}^{N_v} |\nabla_{u,v} x(u,v,f)|, \tag{4}
\]

where the beamlet intensity map \( x \) is parametrized by the variables \( u, v, \) and \( f \). The variable \( f \) is the field index. \( N_u \) is the total number of possible MLC leaf positions for each leaf; \( N_v \) is the total number of MLC leaf pairs per field; \( N_f \) is the number of fields. For simplicity, we assume that each treatment field has a rectangular shape when it is fully open, the number of fields. For simplicity, we assume that each leaf;

Using an L-1 norm therefore to reduce the number of segments, we include \( \phi_2(x) \) is the L-1 norm of the gradient, i.e., a total-variation map is, the less segments the leaf-sequencing algorithm de-

II.C. Search for an optimal solution in a sparse space using a multiobjective optimization

The aperture constraints are nonconvex and not included in the optimization step of the traditional beamlet-based methods, resulting in a large number of beam segments. In this paper, we reduce the number of segments without compromising the dose distribution by searching for solutions only in a sparse space of intensity maps. The sparsity of the intensity map is well correlated with the corresponding number of segments. The more sparse the optimized intensity map is, the less segments the leaf-sequencing algorithm derives. To enforce the sparsity on the optimized solution and therefore to reduce the number of segments, we include \( \phi_2(x) \) as defined in Eq. (4) as a second objective function and reformulate the problem as a multiobjective optimization as follows:

\[
\begin{align*}
\phi_1(x) &= \sum_i \lambda_i (A_i x - d_i)^T (A_i x - d_i), \\
\phi_2(x) &= \sum_{f=1}^{N_f} \sum_{u=2}^{N_u} \sum_{v=2}^{N_v} |\nabla_{u,v} x(u,v,f)|,
\end{align*}
\tag{5}
\]

subject to

\[
x \geq 0. \nonumber
\]

Using an L-1 norm \( \phi_2(x) \) as an objective, in fact, we solve the problem using compressed sensing techniques which are able to find heuristic sparse solutions.\(^{15,16}\)

The above formulation (5) is the main optimization framework proposed in this paper. The optimized beamlet intensity map, however, is close to but not exactly piecewise constant. Furthermore, the connectivity constraint due to the MLC hardware is not applied in the algorithm. A leaf-

II.D. Calculation of the Pareto frontier

The optimization of the multiobjective problem (5) is a trade-off between the dose performance and the total number of segments. If an upper limit constraint \( p \) is imposed on the first objective \( \phi_1(x) \) and the minimization is carried out only on the second objective \( \phi_2(x) \), the optimized solution gives the minimum number of segments that is required to achieve the dose performance defined by \( p \). As the constraint \( p \) is relaxed or strengthened, the achieved minimum number of segments reduces or increases.

In order to obtain a final solution of the multiobjective optimization problem (5), we choose to first calculate the Pareto frontier and then select the solution which satisfies the clinical acceptance criteria with the smallest number of segments. The main reason is that some of the clinical goals are nonconvex and difficult to be included in the optimization as constraints.\(^{21}\) It is also difficult to find a proper value of upper limit \( p \) on the first objective \( \phi_1(x) \), which is able to represent the clinical acceptance criteria. Visual inspections on the dose volume histograms (DVHs) and the dose distributions are therefore used to judge whether a certain plan is clinically acceptable.

The function \( \phi_2(x) \) is not linear or quadratic. For an efficient calculation, we reformulate the optimization problem (5) into an equivalent form\(^{22}\) as follows:

\[
\begin{align*}
\min & \quad \phi_1(x) = \sum_i \lambda_i (A_i x - d_i)^T (A_i x - d_i), \quad \phi_2(x) = e^T_t, \\
\text{subject to} & \\
& \quad x \geq 0, \\
& \quad B x - t \leq 0, \\
& \quad B x + t \geq 0,
\end{align*}
\tag{6}
\]

where \( e \) is an all-1 vector, with a size of \((N_u-1)N_vN_f + N_u(N_v-1)N_f \times 1 \), i.e., \( e_2 = (1, 1, \ldots, 1) \), \( e \in \mathbb{R}^{(N_u-1)N_vN_f + N_u(N_v-1)N_f \times 1} \), the vector \( t \) is an intermediate anchor points.

\[
\begin{align*}
\phi_1 & \quad \frac{T_1}{p_1} \\
\phi_2 & \quad \frac{T_2}{s_1} \\
& \quad \frac{s_2}{p_2}
\end{align*}
\]
variable with the same size as \( e \); the matrix \( B \) is used to calculate the derivatives of \( x \). Specifically,

\[
B = \begin{bmatrix} B_u \\ B_v \end{bmatrix},
\]

where \( B_u \) is used to calculate the derivatives in the \( u \) direction:

\[
B_u = \begin{bmatrix} C_1 & 0 \\ C_2 & \ddots \\ 0 & \ddots & \ddots \\ \end{bmatrix}_{N_u \times N_u}.
\]

\( C_i \) are identical, with a size of \((N_u - 1) \times N_u\):

\[
C_i = \begin{bmatrix} -1 & 1 & 0 & \cdots & 0 & 0 \\ 0 & -1 & 1 & \cdots & 0 & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & 0 & \cdots & 1 & 0 \\ 0 & 0 & 0 & \cdots & -1 & 1 \\ \end{bmatrix}.
\]

\( B_v \) is used to calculate the derivatives in the \( v \) direction:

\[
B_v = \begin{bmatrix} D_1 & 0 \\ D_2 & \ddots \\ 0 & \ddots & \ddots \\ \end{bmatrix}_{N_v \times N_v}.
\]

\( D_i \) are identical, with a size of \( N_u(N_u - 1) \times N_u N_v\):

\[
D_i = \begin{bmatrix} -1 & 0 & \cdots & 0 \\ 0 & -1 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & 0 \\ 0 & 0 & \cdots & 1 \\ \end{bmatrix}.
\]

Fig. 3. Optimized fluence maps for the fifth field. Optimization parameters are tuned such that both plans achieve the same dose distribution performance (roughly the same \( \phi_i \) values). (a) Using the L-1 norm of the fluence derivative (\( \phi_1 \)) in the optimization. Four segments are needed for this field. The total number of segments for all field is 35. (b) Using the square of the L-2 norm of the fluence derivative (\( \phi_2 \)) in the optimization. Twelve segments are needed for this field. The total number of segments for all field is 66.
In order to obtain the Pareto frontier, we first fix \( \phi_2(x) \) to a small value of \( s_1 \) and minimize \( \phi_1(x) \) using the following quadratic optimization to obtain an objective value of \( p_1 \): minimize

\[
\phi_1(x) = \sum_i \lambda_i (A_i x - d_i)^T (A_i x - d_i)
\]

subject to

\[
x \geq 0,
\]

\[
B x - t \leq 0,
\]

\[
B x + t \geq 0,
\]

\[e^T t = s_1.
\]

Repeat the optimization using a large \( \phi_2(x) \) value of \( s_2 \) and obtain a minimized \( \phi_1(x) \) value of \( p_2 \). Thus, we find two anchor points on the Pareto frontier, \( T_1 \) and \( T_2 \), as illustrated in Fig. 1.

The selection of \( s_1 \) and \( s_2 \) determines the search range of the Pareto frontier. In this work, these values are chosen empirically.

### II.D.2. Calculation of the Pareto efficient points between anchor points

In order to calculate the complete Pareto frontier between the two anchor points, one solution is repeating the above optimization using different \( s \) values uniformly distributed between \( s_1 \) and \( s_2 \). This approach, however, does not achieve uniformly distributed data points on the Pareto frontier due to its curvature. To calculate Pareto efficient points more uniformly on the Pareto frontier, we minimize the values of \( \phi_1(x) \) and \( \phi_2(x) \) along lines perpendicular to the line connecting \( T_1 \) and \( T_2 \) as shown in Fig. 1. Mathematically, the optimization is changed to be as follows:

minimize

\[
\phi_2(x) = e^T t
\]

subject to

\[
x \geq 0,
\]

\[
B x - t \leq 0,
\]

\[
B x + t \geq 0,
\]

\[
\sum_i \lambda_i (A_i x - d_i)^T (A_i x - d_i) = ge^T t + h,
\]

where the variable \( g \) is the slope of the lines perpendicular to the line \( T_1 T_2 \), \( g = (s_2 - s_1)/(p_1 - p_2) \); the variable \( h \) is the intercept of these lines. Denote \( h_1 \) or \( h_2 \) as the intercept of the line passing through \( T_1 \) or \( T_2 \), \( h_{1,2} = p_{1,2} - gs_{1,2} \). The optimization is repeated for different values of \( h \), which are chosen uniformly between \( h_1 \) and \( h_2 \).

Note that the last constraint in the above formulation of optimization defines a nonconvex solution set, which makes the problem challenging. Fortunately, it can be verified that this constraint can be changed to be convex without affecting the solution. The optimization becomes a linear programming with linear and quadratic constraints, as follows:

minimize

\[
\phi_2(x) = e^T t
\]

subject to

\[
x \geq 0,
\]

\[
B x - t \leq 0,
\]

\[
B x + t \geq 0,
\]

\[
\sum_i \lambda_i (A_i x - d_i)^T (A_i x - d_i) \leq ge^T t + h.
\]

### II.E. Evaluation

The proposed algorithm has been tested on a prostate patient. The algorithm was implemented in MATLAB using the MOSEK optimization software package (http://www.mosek.com). The anchor points of the Pareto frontier were first calculated using a standard quadratic optimization routine provided in MOSEK with an interior-point optimizer according to the problem formulation (12). Other Pareto efficient points were calculated using a linear programming with linear and quadratic constraints as shown in Eq. (14).

Five fields were used at angles of 35°, 110°, 180°, 250°, and 325°, based on a standard clinical protocol for prostate patients. Each field targeted the center of the planning target volume (PTV) and contained 20 × 16 beamlets, with a beamlet size of 5 × 5 mm² at the source-to-axis distance (SAD). To save computation, the CT data were downsampled in the dose calculation, and the voxel size was 3.92 × 3.92 × 2.5 mm³. The rectum, bladder, and femoral heads were included as sensitive structures. All the plans are normalized uniformly between 95% of the PTV volume receives 100% prescribed dose (78 Gy).

To demonstrate the advantage of the proposed method, we also compare with the existing beamlet-based planning algorithm using quadratic smoothing (L-2 norm regularization). For a fair comparison, we still implement the algorithm as a multiobjective optimization and substitute a quadratic term (the square of the L-2 norm) \( \phi_1(x) \) for the L-1 norm \( \phi_2(x) \). Mathematically, \( \phi_2(x) \) is defined as...
\[ f = \frac{N_f}{u} = 2 \cdot N_u \]

\[ v = \frac{N_v}{xu} \]

\[ x = x_{u} \]

\[ Dose [Gy] \]

\[ Volume [%] \]

The Pareto frontier is calculated in a similar way as in the proposed algorithm.

III. RESULTS

Figure 2 compares the calculated Pareto frontiers of the prostate plan. Using the proposed algorithm with an L-1 norm as one objective, each Pareto efficient point of Fig. 2(a) took about 2 min on average on a 3 GHz PC to compute.
The number of segments ($N_t$) corresponding to each Pareto efficient point after applying a leaf-sequencing algorithm is also marked on the plot. As discussed earlier, in general, a small (large) $\phi_2(x)$ value on the Pareto frontier achieves a small (large) number of segments, while the dose distribution is degraded (improved), as indicated by the increase (decrease) in the $\phi_2(x)$ value. However, since the L-1 norm objective in our algorithm only implies the uniformity constraint of the apertures and the connectivity constraint is enforced by the subsequent leaf sequencing, the above relation-
ship is not exactly monotonic. As shown in Fig. 2(a), in some local areas (where \( N_t=45,43 \)), a larger \( \phi_2(x) \) value achieves a smaller number of segments.

The calculated Pareto frontier using an L-2 norm square \((\phi_3(x))\) as one objective is shown in Fig. 2(b). Each Pareto efficient point is equivalent to a beamlet-based optimal plan using quadratic smoothing. For a better comparison, the algorithm parameters are tuned such that the Pareto frontiers shown in Fig. 2 have roughly the same range of \( \phi_1(x) \) values. It is seen that, while the dose distribution performance is similar (as indicated by the close \( \phi_1(x) \) values), the proposed algorithm using an L-1 norm is able to achieve a total number of segments much smaller than that using an L-2 norm. It is also worth noting that as the quadratic smoothing gets stronger \((\phi_3(x) \) values get smaller), the total number of segments of the optimized plan does not decrease. This indicates that although quadratic smoothing is able to reduce the complexity of the fluence maps, it smoothes the edges of the maps and does not efficiently reduce the number of beam segments. To further support the above argument, Fig. 3 shows the optimized fluence maps for the fifth field using the L-1 norm and the L-2 norm in the optimization. Both plans achieve almost the same dose distribution performance. However, using an L-1 norm as one objective achieves a nearly piecewise constant fluence map and only four segments are needed for this field. Instead, using an L-2 norm achieves a much smoother fluence map and for this field, the resultant number of segments after leaf sequencing is 12.

Figure 4 shows the DVHs of the prostate plans corresponding to every other Pareto efficient point in Fig. 2(a). Each subfigure shows the DVH for one structure as \( N_t \) changes. Since the plans are normalized based on the dose distribution on the PTV, the DVHs of the PTV are very similar for different \( N_t \). However, more organ at risk (OAR) volume is spared as \( N_t \) increases. Figure 5 shows the actual fluence maps of the second field for different total numbers of segments. As the number of segments increases, the complexity of the actual fluence map increases and the plan performance, especially the avoidance of the OARs, improves. The improvement slows down when the number of segments reaches a certain level. These plans are evaluated using clinical acceptance criteria and the results are summarized in Table II. The monitor units (MUs) per 2 Gy fraction are also listed for each plan. The plan is satisfactory when the segment number is not less than 35, and the result using 35 segments is chosen as the final solution. Using the Eclipse planning system on the same patient data, the total number of segments is 61. Our method significantly reduces the number of segments without compromising the clinical performance of the treatment plan. The isodose distributions using different numbers of segments are shown in Fig. 6.

The total number of Pareto efficient points is mainly determined by the user-defined values of \( s_1 \) and \( s_2 \) as shown in Fig. 1. Note that, for a better illustration, the complete Pareto frontier was calculated in Fig. 2(a). In reality, it is not necessary to compute all the Pareto efficient points, and calculations of many clinically unacceptable Pareto efficient points can be avoided to improve the computation efficiency. For example, if the Pareto efficient points between the anchor points are calculated from a small \( \phi_1 \) to a large \( \phi_1 \), the multiobjective optimization can stop when the plan first becomes clinically unacceptable, i.e., when \( N_t=31 \).

### IV. DISCUSSION AND CONCLUSIONS

IMRT inverse planning is to obtain the best possible fluence profiles/maps that produce a desired/prescribed dose distribution. This is inherently an underdetermined problem and thus has no unique solution. Indeed, in inverse planning, a clinically satisfactory dose distribution for a given case can generally be achieved using different sets of fluence maps. In other words, there are many fluence maps that can yield a sensible IMRT treatment plan. Each of these “optimal” solutions has its pros and cons. A practical challenge is to find the solution that best balances the conformality of the final dose distribution and the sparsity of the fluence maps. This paper provides an effective way of finding the optimal IMRT solutions with sparse or piecewise constant fluence maps.

Using compressed sensing, we model the planning as a multiobjective optimization problem, with one objective to quantify the dose performance and the other one to measure the sparsity of the solution. The algorithm has a form of convex optimization, with an ability to optimize the number of segments without compromising the dose performance in radiation therapy treatment. A method of calculating the

<table>
<thead>
<tr>
<th>Regions</th>
<th>Acceptance criteria</th>
<th>( N_t=18 )</th>
<th>( N_t=23 )</th>
<th>( N_t=29 )</th>
<th>( N_t=35 )</th>
<th>( N_t=45 )</th>
<th>( N_t=48 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>PTV</td>
<td>% vol &gt; 78 Gy ( \geq 95 )</td>
<td>95.0</td>
<td>95.0</td>
<td>95.0</td>
<td>95.0</td>
<td>95.0</td>
<td>95.0</td>
</tr>
<tr>
<td>Rectum</td>
<td>% vol &gt; 40 Gy ( \leq 35 )</td>
<td>56.5</td>
<td>44.3</td>
<td>38.2</td>
<td>33.3</td>
<td>31.0</td>
<td>30.0</td>
</tr>
<tr>
<td></td>
<td>% vol &gt; 65 ( \leq 17 )</td>
<td>13.8</td>
<td>12.9</td>
<td>10.7</td>
<td>9.8</td>
<td>9.7</td>
<td>9.4</td>
</tr>
<tr>
<td></td>
<td>vol &gt; 79.6 Gy ( \leq 1 ) cc</td>
<td>0.50 cc</td>
<td>1.42 cc</td>
<td>1.27 cc</td>
<td>0.54 cc</td>
<td>0.81 cc</td>
<td>0.87 cc</td>
</tr>
<tr>
<td>Bladder</td>
<td>% vol &gt; 40 Gy ( \leq 50 )</td>
<td>46.5</td>
<td>38.8</td>
<td>29.1</td>
<td>24.3</td>
<td>21.3</td>
<td>19.1</td>
</tr>
<tr>
<td></td>
<td>vol &gt; 65 Gy ( \leq 25 )</td>
<td>11.1</td>
<td>9.3</td>
<td>8.1</td>
<td>7.9</td>
<td>7.5</td>
<td>6.9</td>
</tr>
<tr>
<td>Femoral heads</td>
<td>% vol &gt; 40 Gy ( \leq 1 )</td>
<td>0.08</td>
<td>0.30</td>
<td>0.20</td>
<td>0.15</td>
<td>0.03</td>
<td>0</td>
</tr>
<tr>
<td>Body</td>
<td>vol &gt; 82.7 Gy ( \leq 1 ) cc</td>
<td>0.65 cc</td>
<td>0.46 cc</td>
<td>1.61 cc</td>
<td>0.73 cc</td>
<td>0.96 cc</td>
<td>0.85 cc</td>
</tr>
<tr>
<td></td>
<td>MUs (2 Gy fr)</td>
<td>334</td>
<td>334</td>
<td>342</td>
<td>343</td>
<td>347</td>
<td>350</td>
</tr>
</tbody>
</table>
Pareto frontier is also designed. Pareto efficient solutions are evaluated using clinical acceptance criteria, and the satisfactory plan with the smallest number of segments is chosen as the final solution. The performance of the algorithm is demonstrated using a prostate study. The result shows that the proposed method greatly reduces the number of segments without compromising the clinical performance of the treatment plan.

Calculation of the Pareto frontier is one solution to a multiobjective optimization problem. Other standard methods can also be used here. For example, we can combine the two objectives and consider the L-1 norm as a regularization term with a user-defined penalty weight of $\beta$. The optimization problem is then converted to a quadratic programming. As shown in Fig. 7, the optimal solution obtained using this method is the Pareto efficient point on the Pareto frontier at

![Fig. 6. Dose distributions of the prostate plan using different total numbers of segments ($N_t$). The isodose lines correspond to 95%, 65%, and 30% of the prescribed dose (78 Gy). The PTV and the sensitive structures (bladder, rectum, and femoral heads) are patched using different colors. The hotspots are marked using crosses. (a) $N_t=18$; (b) $N_t=23$; (c) $N_t=29$; (d) $N_t=35$; (e) $N_t=45$; (f) $N_t=48$.](image)
which the tangent has a slope of $-\beta$. The optimal value of $\beta$ can be determined by balancing the trade-off between the objectives. For example, some researchers use an L-curve analysis to first calculate the point of maximum curvature in Fig. 7 and then find the corresponding $\beta$ as the optimal value.\(^{26,27}\) The multiobjective approach proposed in this paper provides a more general solution without introducing the parameter $\beta$.\(^{21}\)

The traditional beamlet-based optimization method is sensible from a mathematical point of view, as it is conceptually intuitive, computationally tractable, and yields the best possible dose distribution for a given objective function. However, because of the complete ignorance of issues related to the MLC-based dose delivery, this approach usually results in a large number of segments and leads to a plan inefficient to delivery. The large number of segments using a traditional beamlet-based method is due to the high complexity of the optimized beamlet intensity map. In the literature, many algorithms have been proposed to ameliorate this problem using smoothing techniques.\(^{1-6}\) Typical examples use an additional term of sum of derivative squares,\(^{1,3,23}\) which are often referred to as quadratic smoothing or regularization in the theory of convex optimization. Although these algorithms suppress the complexity of the beamlet intensity map, they do not achieve piecewise constant beamlet intensity maps. As shown in the comparisons of Figs. 2 and 3, the smoothing on the sharp edges at the aperture boundaries makes it difficult to further reduce the number of segments. In this paper, we formulate a general framework of multiobjective optimization with a focus on the piecewise constant feature of an actual fluence map and relate the number of segments to the sparsity of the derivative of a beamlet intensity map. Compressed sensing techniques are used to solve the problem, since it is able to achieve a heuristic sparse solution.\(^{15,16}\)

Segment-based optimization algorithms achieve small numbers of segments by imposing the physical constraints of beam apertures in the optimization.\(^{7-14,28}\) In a sense, this is similar to what many investigators have done in the context of 3D conformal therapy plan optimization, where the machine related parameters such as the beam weights and wedge angles are optimized. These algorithms eventually search in a space of all possible segments for a sparse optimal solution. Since such a space is nonconvex, random search algorithms, such as simulated annealing, are commonly employed. The computation is therefore intensive and a global optimal solution is not always guaranteed. Furthermore, most of the segment-based methods prefix the total number of segments to limit the size of search space and increase the search efficiency. Roughly speaking, these methods calculate only one point on the Pareto frontier as shown in Fig. 1, of which the $\phi_2(x)$ value is defined by the prefixed number of segments. As a result, the solution is most likely not clinically optimal. In our method, we use compressed sensing to encourage a sparse solution and formulate a multiobjective optimization problem. The optimization is still convex, and therefore a Pareto optimal solution can always be obtained with a high computation efficiency.

In summary, a compressed sensing based inverse planning technique is proposed for IMRT planning. The main features of the approach include (1) the inclusion of a sparsity objective and (2) the use of a convex optimization algorithm. Without compromising the dose performance, IMRT solutions with piecewise constant fluence maps can be easily obtained using the proposed approach. The reduction of the number of segments in IMRT delivery reduces the total treatment time and therefore increases the clinical throughput. In addition, the fast dose delivery can also potentially improve the beam targeting by reducing the adverse influence of the patient organ motion during the treatment. As such, the proposed algorithm provides a practically attractive way to plan IMRT treatments.
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