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bÅngström Laboratory, Uppsala University, Uppsala, Sweden

Abstract

There is today a significant interest in harvesting renewable energy, specifically

wind energy, in offshore and urban environments. Vertical axis wind turbines

get increasing attention since they are able to capture the wind from any direc-

tion. They are relatively easy to install and to transport, cheaper to build and

maintain, and quite safe for humans and birds. Detailed computer simulations

of the fluid dynamics of wind turbines provide an enhanced understanding of

the technology and may guide design improvements. In this paper, we simulate

the turbulent flow past a vertical axis wind turbine for a range of rotation an-

gles in parked and rotating conditions. We propose the method of Direct Finite

Element Simulation in a rotating ALE framework, abbreviated as DFS-ALE.

The simulation results are validated against experimental data in the form of

force measurements. It is found that the simulation results are stable with re-

spect to mesh refinement and that the general shape of the variation of force

measurements over the rotation angles is captured with good agreement.

Highlights

• An efficient DFS-ALE method to simulate the turbulent flow of a vertical

axis wind turbine in parked and rotating conditions.

• A high-performance computing software implemented in FEniCS-HPC.
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• Good validations against experimental data in parked and rotating con-

ditions.

Keywords: Turbulent simulation, VAWT, DFS-ALE, FEniCS-HPC.

1. Introduction

1.1. Background

The interest in harvesting renewable energy, especially wind energy, in off-

shore as well as in the urban environment has increased significantly in recent

years [1, 2, 3, 4]. Vertical axis wind turbines (VAWT) get more and more at-5

tention since they are able to capture the wind from any direction. They are

easy to install, easy to transport, cheaper to build and maintain, and quite safe

to humans and birds. They are especially suitable for urban areas or areas with

extreme weather. However, they are less efficient than horizontal axis turbines

because only one blade is active at a time, and VAWTs also generate a relatively10

high degree of vibration and noise pollution. These are some of the issues that

researchers address to make VAWT more popular, see e.g. [5].

Detailed computational fluid dynamics (CFD) simulations of the flow around

VAWTs may give new insights, and provide guidance for design improvements.

Fluid dynamics is governed by the Navier-Stokes equations, and the balance of

viscous and inertial effects is determined by the Reynolds number (Re),

Re =
ρU L
µ

=
U L
ν
, (1)

where ρ is density, µ dynamic viscosity, U a characteristic velocity scale, L a

characteristic length scale, and ν kinematic viscosity ν = µ/ρ. For high Re the

flow is turbulent, which corresponds to chaotic particle trajectories and vortices15

on a range of scales. The main challenge of CFD is to model turbulent flow,

which typically is always present in the flow around a VAWT at operational

conditions.

Simulation of turbulence is difficult due to the complex mixing of spatial

and temporal scales. The industry standard has long been RANS, where a20
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statistical average of the flow is simulated, using turbulence models to model

the effect of the fluctuating components of the flow. Large Eddy Simulation

(LES) was developed based on the idea of approximating a filtered solution of

the Navier-Stokes equations, with the effect of unresolved scales modeled in a

subgrid model. LES is very expensive but is still a viable option to RANS25

in some applications. The main problem with both LES and RANS is that

the subgrid and turbulence models may be problem dependent, so that model

parameters must be tuned to the particular problem at hand. Direct numerical

simulation (DNS) is based on the full resolution of the Navier-Stokes equations,

without any turbulence model or subgrid model, but with a computational cost30

so high that a VAWT simulation would exceed even the most powerful computers

of today. We refer to the following VAWT studies for examples of LES [6, 7, 8],

RANS [9, 10], and a coupled LES-RANS approach [11].

1.2. Problem formulation

In this paper, we will investigate an alternative to RANS, LES, and DNS35

for simulation of VAWT fluid dynamics. With a focus on aerodynamics, we

have developed an approach to turbulence simulation without any turbulence

or subgrid model, as in LES or RANS, but avoiding the computational cost

of DNS. In short, it is a Galerkin finite element method, with least-squares

stabilization of the residual of the Navier-Stokes equations. Further, adaptive40

mesh refinement is used to minimize the computational cost of the method,

which we refer to as Direct Finite Element Simulation (DFS) [12, 13, 14]. The

stabilization works like an automatic turbulence model which is based on the

equations themselves, through the residual, without any explicit model terms,

and thus do not require tuning to specific problems. Residual-based turbulence45

simulation is becoming a popular methodology, also for turbine simulations, e.g.

in the form of Variational Multiscale (VMS) methods [15].

We extend the method to an Arbitrary Lagrangian-Eulerian (ALE) dis-

cretization to model a rotating turbine, and refer to as the method DFS-ALE.

The numerical method is implemented in the FEniCS-HPC framework [16,50
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17], which shows near optimal weak and strong scaling up to thousands of cores

on supercomputers. To model turbulent boundary layers, we use a simple wall

shear stress model where we assume the skin friction to be negligible for high

Reynolds numbers, which corresponds to a slip velocity boundary condition.

To validate the DFS-ALE method for VAWT simulations, we consider a55

VAWT problem for which we also have experimental data in terms of force

measurements in parked conditions [18] and rotating conditions [19]. The case

of a parked turbine is an important design case with respect to the survival

of the turbine over time and two approaches are used. First, simulations are

performed for a set of fixed sampled angles using adaptive mesh refinement, and60

then a simulation is performed where the turbine is slowly rotating to cover all

the rotation angles continuously using a local mesh refinement strategy. The

first approach is more reliable in terms of mesh refinement since a dual-based

error control [20] is used. It is, however, time-consuming to wait for a fully

developed state to start the measurement for each fixed angle. The second65

approach for the fixed turbine is also used to validate the rotating case.

2. Method

2.1. Vertical axis wind turbine

We consider a 3-bladed H-rotor turbine used in [21, 22, 18], with a radius of

r = 3.24 m and a blade length of 5 m (Fig. 1b). The blades are pitched 2 degrees70

outwards with a chord length of 0.25 m at the middle of the blade. Table 1 gives

further details of the turbine.

For simplification, we assume that the turbine axis is coincident with the

z−axis and that the turbine ΩT is placed in a cylinder ΩC (Fig. 1a)

ΩC =

{
(x, y, z) ∈ R3

∣∣∣x2 + y2 ≤ R2, z ∈ [0;L]

}
. (2)

We set R = 100m and L = 100m, which is large compared to the turbine size

to avoid artificial blockage effects, following the recommendations in [10]:
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Table 1: The turbine characteristics

Hub height 6 m

Swept area 32 m2

Blade airfoil NACA0021

Tapering, linear 1 m (from tip)

Tip chord length 0.15 m

Mass of blade and support arms 35.79 kg

(a) (b)

Figure 1: A vertical axis turbine reproduced from [22] placed in a cylinder. It is 1m high from

the cylinder bottom to model the ground effect.

• The minimum ratio between the distance from the turbine center to the75

domain inlet and outlet and the turbine diameter is 10. In our setting,

the ratio is about 15.4.

• The minimum ratio between the domain width and the turbine diameter

is 20. Since the ground is attached to the setting, it is still reasonable to

reduce the ratio by half. In the current setting, it is about 15.4.80

• The blockage ratio in this setting is about 0.16% which is smaller than 5%

as recommended.

More detailed studies of the blockage effect can be found in [23, 10].

The turbine axis is placed in the center-line of the cylinder domain, and it is

5



1m high from the bottom of the cylinder to model the ground effect (Fig. 1b).85

2.2. Wind profiles for simulations

We consider two wind profiles: a constant profile Ux = −1 m/s, and a loga-

rithmic profile (Fig. 2b) defined as follows,

Ux =

−
1
M log

(
(z − zmin + z0)/z0

)
if z − zmin < d

−1 otherwise

(3)

with M = log
(

(d + z0)/z0

)
, z0 = 0.025 m, zmin = 0, and d = 16.5 m (double

the turbine height).

Fig. 2a shows the wind directions. The blade to be measured is located at

−41o from North.

(a) (b)

Figure 2: Wind directions in the relation to the blade to be measured located at −41o from

North in the image with the drawing of the turbine from above (a), and a logarithmic wind

profile with z0 = 0.025 m, zmin = 0, d = 16.5 m (double the turbine height), L = 100 m (b).

90

2.3. Measurements

A total force Ftot acting on a blade can be decomposed into the radial force

FR and the tangential force FT (see Fig. 2a), i.e.

Ftot =
√
F 2
R + F 2

T .
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One can compute the corresponding force coefficient C as

C =
2F

ρU2
∞A

(4)

where ρ = 1.25 kg/m3 is the air density, A = 1.15 m2 is the reference area, and

U∞ is the average of the wind speed acting on the blades

U∞ =
1

5

8.25∫
3.25

Ux dz.

From now on, CR, CT , and Ctot are used to denote the force coefficients corre-

sponding to FR, FT , and Ftot.

For the logarithmic profile defined by Eq. (3) we have U∞ = −0.83 m/s

which is close to the inflow velocity at the middle of the blades, i.e Ux(z =95

5.75m) ≈ −0.84m/s.

The forces are computed as follows

FR =

∫
∂ΩT

(σn · nR)nR ds, FT =

∫
∂ΩT

(σn · nT )nT ds

where σ = 2νε(u)− pI is the stress tensor, ε(u) = 1
2 (∇u+∇uT ) the strain rate

tensor, n is the normal vector pointing outward on the turbine surface, nR is

the normal vector pointing inward the turbine center, and nT is the tangential

vector which is perpendicular to nR (see Fig. 2a).100

The force coefficients have been experimentally measured for one blade with

its two supporting arms for the parked condition [18] and rotating condition [19]

(see Fig. 3). The black curves represent the mean value and the shaded regions

represent the measurement error which is the standard deviation for the parked

condition and maximum measurement error for the rotating condition.105

The difference between the simulation force coefficient Cs and the experi-

ment force coefficient Ce is measured by the root mean square error (RMSE)

which is defined as

RMSE(Ce, Cs) =

√√√√ 1

N

N∑
k=1

(Cek − Csk)2 (5)
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(a) (b)

Figure 3: Experimental measurements on one blade with its two supporting arms in the parked

condition (a) and in the rotating condition (b). The black curves represent the mean value

and the shaded regions represent measurement errors which is the standard deviation for the

parked condition [18] and maximum measurement error for the rotating condition [19].

where N is the number of discretized angles of the azimuth angle interval

[0◦, 360◦] of the experimental force measurement which is 72 for the parked case

and 1830 for the rotating case. The curves representing the simulation forces are

interpolated between these discretized angles using the 1D data interpolation

interp1 in MATLAB.110

2.4. Navier-Stokes equations

The airflow around the VAWT is modeled by the Navier-Stokes equations.

For incompressible flow, the equations read
u̇+ (u · ∇)u− ν∆u+∇p = f, in Ω× I,

∇ · u = 0, in Ω× I,

u(·, 0) = u0, in Ω,

(6)

where u is the velocity, p pressure and f a given body force. Ω ⊂ R3 is a spatial

domain with boundary Γ, and I = [0, T ] a time interval.

For a moving or deforming domain, we may use an Arbitrary Lagrangian-

Eulerian (ALE) method [24], which is based on the introduction of a separate
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set of reference coordinates. Often we let these reference coordinates trace the

deformation of the finite element mesh, described by the mesh velocity β. In

an ALE method, the convection term is modified to take the mesh velocity into

account, which gives the modified Navier-Stokes equations on ALE form,
u̇+

(
(u− β) · ∇

)
u− ν∆u+∇p = f, in Ω× I,

∇ · u = 0, in Ω× I,

u(·, 0) = u0, in Ω.

(7)

2.5. Finite element discretization

A Galerkin least-squares space-time finite element method (GLS) [20] is

used to discretize the flow around the VAWT. Let 0 = t0 < t1 < · · · < tN = T

be a time partition associated with the time intervals In = (tn−1, tn] of length

kn = tn−tn−1. We denote the finite element space of continuous piecewise linear

functions by Qh, with the derived spaces Qh,0 = {q ∈ Qh : q(x) = 0, x ∈ Γ} and

Vh = [Qh,0]3. The DFS-ALE method with least-squares stabilization is stated

as: For all time intervals In, find (Unh , P
n
h ) ∈ Vh ×Qh such that(Unh − Un−1

h

kn
+
(
(Ūnh − βh) · ∇

)
Ūnh , vh

)
+
(
ν∇Ūnh ,∇vh

)
−
(
Pnh ,∇ · vh

)
+
(
∇ · Ūnh , qh

)
+ SDδ

(
Ūnh , P

n
h ; vh, qh

)
=
(
f, vh

)
for all test functions (vh, qh) ∈ Vh×Qh, where Ūnh =

Un
h +Un−1

h

2 , and (Unh , P
n
h ) is

a numerical approximation of (u, p) at t = tn, and with stabilization term

SDn
δ (Ūnh , P

n
h ; v, q) :=

(
δ1

((
Ūnh−βh

)
·∇Ūnh+∇Pnh−fn

)
,
(
Ūnh−βh

)
·∇vh+∇qh

)
+
(
δ2∇ · Ūnh , ∇ · vh

)
.

Here δ1 and δ2 are given stabilization parameters:

δ1 = C1

(
k−2
n + |Un−1

h − βh|2h−2
n

)−1/2

, δ2 = C2 |Un−1
h |hn.

We note that under a CFL condition, i.e kn = hn

|Un−1
h −βh|

, δ1 is simplified to115

δ1 = C1
hn

|Un−1
h −βh|

.
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2.6. Operational mesh velocity

We model a rotating VAWT by rotating the complete computational domain

ΩC with an operational mesh velocity βh = (ẋ, ẏ, ż), which can be explicitly

computed for a given angular velocity ω, and time-step size k:

ẋ =
1

k

(
x (cos(ω)− 1)− y sin(ω)

)
,

ẏ =
1

k

(
y (cos(ω)− 1) + x sin(ω)

)
,

ż = 0.

(8)

2.7. Boundary layer model

Since it is not feasible to resolve a turbulent boundary layer with current

computational resources, appropriate boundary conditions need to be chosen to

model the effect of turbulent boundary layers without full resolution. Here we

use a slip with friction and penetration with resistance boundary condition [25]:

u · n+ αnTσn = 0,

u · τk + ζ−1 nTσ τk = 0,
(9)

where n and τk are normal and tangential vectors (k = 1, 2) respectively, α is a

penetration parameter, ζ is a skin friction parameter, and σ is the stress tensor.120

The no-slip condition u = 0 corresponds to (α, ζ) → (0,∞), and the free slip

condition u · n = 0 corresponds to (α, ζ)→ (0, 0).

In this paper we will use the approximation of a free slip boundary condition,

which is shown in [26] to be a good approximation at high Reynolds numbers.

2.8. Adaptive mesh refinement125

Adaptive mesh refinement algorithms provide a method for efficient use of

computational resources, based on a posteriori error estimates that approximate

the local contribution to the global error of all the cells in the mesh. The

localization of the global error is based on the solution of an adjoint problem to

the Navier-Stokes equations. The adjoint problem takes the form of a system of

10



convection-diffusion-reaction equations that runs backward in time, linearized

at the exact velocity u and its numerical approximation Uh [20]:
−ϕ̇+

(
(u− β) · ∇

)
ϕ+∇UTh · ϕ+∇θ = Ψ, in Ω× I,

∇ · ϕ = 0, in Ω× I,

ϕ(·, T ) = 0, in Ω,

(10)

where (∇UTh · ϕ)j = (Uh), j · ϕ, and Ψ is a given weight function used to define

a quantity of interest,

M(û) = (û,Ψ),

with of û = (u, p).

Let Û = (Uh, Ph), from a standard analysis [13], it follows that

|M(û)−M(Û)| = |(R(Û), ϕ̂)| = |
∑
K∈Tn

(R(Û), ϕ̂)K |, (11)

where R(Û) is the residual of the Navier-Stokes equations (Eq. 6):

R(Û) =
(
R1(Û), R2(Û)

)
,

R1(Û) = U̇h +
(

(Uh − β) · ∇
)
Uh − ν∆Uh +∇Ph − f,

R2(Û) = ∇ · Uh,

(12)

ϕ̂ = (ϕ, θ) is the solution to the adjoint problem, and (·, ·)K is the local L2(K)

inner product,

(v, w)K =

∫
K

v · w dx. (13)

The local error indicator is then defined for each element K, as

eK = (R(Û), ϕ̂h)K , (14)

where ϕ̂h is the numerical solution of the adjoint problem.

2.9. Boundary conditions

We choose the boundary conditions as follows:

• Inflow: u = (Ux, 0, 0) on Γin =
{

(x, y, z)
∣∣∣x > 0 ∧ x2 + y2 = R2

}
130
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• Outflow: p = 0 on Γout =
{

(x, y, z)
∣∣∣x < 0 ∧ x2 + y2 = R2

}
• No-slip boundary condition u = 0 to model the ground at the bottom of

the computational domain z = zmin.

• The free slip boundary condition u · n = 0 is prescribed for the turbine

surface and on top of the computatinal domain z = zmin + L.135

2.10. Implementation

The numerical method has been implemented in the Unicorn solver [12, 27,

28] in the FEniCS-HPC platform [16, 17] which is a high performance comput-

ing branch of FEniCS [29, 30]. This branch is optimized for massively paral-

lel architectures, and implements duality-based adaptive error control, implicit140

parameter-free turbulence modeling by the use of stabilized FEM and shows

strong linear scaling up to thousands of cores [12, 31, 32, 27, 33].

3. Results

3.1. Parked case

We first consider an angle-wise validation with the automated mesh adaptiv-145

ity. Simulations are performed for a set of 19 angles between 0 and 360 degrees

(see Fig. 2a). For each angle, the automated mesh adaptivity is used with an

initial mesh of 524,686 vertices (2,887,293 tetrahedrons). The error indicator

(Eq. 14) is computed element-wise and the mesh is refined locally by chosing

10% of the elements for refinement based on the absolute values of the error150

indicator.

The effect of the automated mesh adaptivity is visualized in Fig. 4 showing

the difference between the initial mesh, and the mesh after three iterations with

1,751,236 vertices (9,520,104 tetrahedrons).

Fig. 5 shows numerical approximations of the primal problem by solving155

Eq. (6) and the dual problem by solving Eq. (10).

Fig. 6 shows the wake formed downstream the turbine.
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(a) (b)

Figure 4: Automated mesh adaptivity: (a) initial mesh with 524,686 vertices (2,887,293 tetra-

hedrons), and (b) after three iterations with 1,751,236 vertices (9,520,104 tetrahedrons).

(a) (b)

(c) (d)

Figure 5: Numerical solutions: primal velocity (a, b), dual velocity (c) and pressure (d).

To validate against the experimental results, the simulations were performed

for the time interval I = [0, 200] s and the dynamic force coefficient Cdyntot (t) was

measured in the time interval Im = [100, 200] s when the flow is fully developed,

i.e.

Ctot =

∑200
t=100 C

dyn
tot (t)

100
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(a) (b)

Figure 6: Vortices on different scales formed in the wake downstream the turbine.

Fig. 7a shows Cdyntot (t) versus the simulation time on the initial mesh for three

wind directions 0◦, 139◦, and 229◦. During the time Cdyntot (t) is measured, the

flow is fully developed. Fig. 7b shows the standard deviations of Cdyntot (t) over160

the measurement time interval Im for 19 discretized angles and two levels of

mesh refinement. Since Cdyntot (t) is stable, the standard deviations are quite

small.

(a) (b)

Figure 7: Measuring force coefficients Ctot in the simulations: (a) Cdyn
tot (t) versus the simula-

tion time interval I = [0, 200] s for three wind directions, and (b) the standard deviations of

the measurement in the measurement time interval Im = [100, 200] s for 19 discretized angles

and two levels of mesh refinement. Since Cdyn
tot (t) is stable, the standard deviations are quite

small.
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The comparison against experimental data is shown in Fig. 8, for the con-

stant and logarithmic wind profiles. The markers represent the simulated force165

coefficients for different levels of mesh refinement, the colored curves represent

the interpolations of simulated force coefficients, and the black curve represents

the experimental data with the standard deviation represented by the shaded

region. The two different wind profiles generate slightly different force coeffi-

cients. For example, near 0◦, the log profile appears to approximate the exper-170

iment somewhat better than the constant profile does, but for angles near 180◦

and 270◦, the situation is the opposite. For both inflow profiles, the simulations

capture the general shape of the experimental force coefficient curve, although

the oscillations of the experimental force between 120◦ and 200◦ are not seen

clearly which could be an effect of the interpolation. The RMSE is about 0.26175

for the both wind profiles and the difference is still within the standard devia-

tion of the experimental measurement (shaded region). It is also found that the

results are stable under different levels of mesh refinement.

(a) (b)

Figure 8: Angle-wise force coefficients and their interpolations for three iterations of the

adaptive mesh refinement algorithm against experimental data: (a) constant wind profile

with RMSE of 0.26, (b) logarithmic wind profile with RMSE of 0.27.

Next, Ctot is continuously measured by slowly rotating the computational

domain around the z−axis with rotational speed of ω = −π/180 rad/s. The180

mesh is locally refined in a region containing the blade with its two supporting
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arms (Fig. 9). We also start with the same initial mesh as above. After 4 itera-

tions the mesh has 885,842 vertices (4,863,350 tetrahedrons). After 8 iterations

of refinement, the mesh has 1,136,739 vertices (6,254,266 tetrahedrons). The

slow rotation takes place after the flow is fully developed, i.e t > 100 s.

(a) (b)

(c)

Figure 9: Local mesh refinement: (a) initial mesh with 524,686 vertices (2,887,293 tetrahe-

drons), (b) after 4 iterations with 885,842 vertices (4,863,350 tetrahedrons), and (c) after 8

iterations with 1,136,739 vertices (6,254,266 tetrahedrons).

185

The local refinement works well for this purpose and the shape of the experimen-

tal force curves is well captured (Fig. 10). Here we compare radial coefficient

CR, tangential coefficient CT , and the total coefficient Ctot. Different colored

curves here represent different levels of mesh refinement, and the curves are

almost on top of each other which shows that the results are stable under mesh190

refinement. This method gives a better approximation to the experiment than

the angle-wise validation does. Especially, the oscillations between 120◦ and

200◦ are stronger and the peak between 300◦ and 360◦ is more clearly seen

which could be since now force coefficients are computed for all angles, without
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any interpolation. In general, the two inflow profiles give similar RMSE which195

is about 0.30 and 0.24 respectively, although the RMSE for CT is 0.16 and 0.21

corresponding to the constant profile and the logarithmic profile.

(a) (b)

(c) (d)

Figure 10: Force coefficient curves versus wind directions for the constant wind profile (a, c)

and the logarithmic wind profile (b, d). The RMSE of CR and Ctot is quite similar for both

wind profiles which is about 0.30 and 0.24 respectively, although the RMSE for CT is 0.16

and 0.21 corresponding to the constant profile and the logarithmic profile.

3.2. Rotating case

In this section, we perform simulations to validate the radial force coefficient

CR against the experimental measurement published in [19] for the tip speed
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ratio of λ = 3.44. Here we recall that

λ =
ω r

U∞

where ω = 64.81 rpm = 6.79 rad/s is the rotor rational speed, r = 3.24 m is

the rotor radius, and U∞ = 6.39 m/s. The local mesh refinement is used with200

three levels of refinement as in the previous section. For each refinement level, we

compute the radial forces for several revolutions until the wake has stabilized. It

(a)

(b) (c)

Figure 11: Radial force coefficients CR computed by DFS-ALE with the logarithmic profile

on the initial mesh with 8 revolutions (a) and averaged over the 5 last revolutions (b). The

smoothed-averaged curves for 3 levels of mesh refinement are compared to the experimental

result (c). The experimental curve is well captured with the RMSE of 1.5, 1.4 and 1.3

respectively for three refinement levels. Here the RMSE was calculated with N = 1830

data points from the experimental data.
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can be seen from the simulations that the first revolution is not reliable and one

can start taking the average after the second evolution when the flow becomes

stabilized. Fig. 11a shows CR on the initial mesh with 8 revolutions. Since the205

wake has not stabilized yet, the force for the first revolution is higher than the

others. Fig. 11b shows the smoothed-averaged CR over the 4 last revolutions

on the initial mesh. Fig. 11c shows the smoothed-averaged CR on three levels

of mesh refinement compared to the experiment data. The experimental curve

is well captured with the RMSE of 1.5, 1.4 and 1.3 respectively for the three210

refinement levels. More importantly, the simulation curves lie within the shaded

region representing the measurement error, except they are slightly out at two

peaks.

4. Conclusions and future work

The paper presents a DFS-ALE method for simulation of the turbulent flow215

past a VAWT, which is validated by experimental measurements. The method

consists of a Galerkin least-squares finite element method, coupled with an

arbitrary Lagrangian-Eulerian method in order to allow us to compute high

Reynolds number turbulent flow on moving meshes. The results are stable with

respect to the mesh refinement and the general shape of the force curve is well220

captured. More importantly, the simulation curves lie within the shaded region

representing the measurement error, except they are slightly out at two peaks.

The slow-rotation strategy is more efficient than the angle-wise strategy in

terms of computational time, since the force coefficients are valid only when

the flow is fully developed. The waiting time to reach developed flow in the225

second case needs to be represented for each angle, whereas in the first case it is

done only once. The manual local refinement is, however, less reliable than the

automated mesh adaptation used in the angle-wise strategy. We also note that

in the angle-wise strategy some important local extrema can be missed since we

only sample a subset of angles and interpolate in between.230

There is also a good agreement in radial forces between the simulation and
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the experiment for the rotating conditions. Although the local mesh refinement

works well, an efficient automated mesh adaptation is worth considering.

In the future we will extend our study to passively rotating turbines which

rotate due to the incoming wind. The bending and vibration in the blades are235

important phenomena, and may be predicted with a fluid-structure interaction

model of the VAWT. A full fluid-structure interaction model with slip boundary

conditions at the internal interfaces is under development.
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