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The space of rotations \((SO(n))\) has a topology similar to the one for \(S(m)\)

\[ SO(n) = \{R \in \mathbb{R}^{3 \times 3} : R^T R = I, |R| = 1\} \]
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Motivation

$|p_j| = \frac{\exp(o_j)}{\sum_{k=1}^{N} \exp(o_n)} \quad \forall j \leq N$

This mapping will output $N$ elements with l2 norm 1

But all components are positive.

To fix this they have $N$ 2 class classifiers determining $\text{sign}(p_j)$

Final output is $p_j = \text{sign}(p_j) \ast |p_j|$
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- NYU Depth v2: Estimate point on $S(3)$, similar to other method.
- Modelnet10-SO(3): Test several output representations, quaternions work the best.
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