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Visual Phrases / Triplets
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person  -  ride  -  bike

Challenges

● Expensive to annotate

● Unseen objects

● Unseen predicates

● Unseen (s, p, o) triplets



Visual Relationships
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Weakly-Supervised Learning 
of Visual Relations
Julia Peyre, Josef Sivic, 
Ivan Laptev, Cordelia Schmid
ICCV 2017

Detecting unseen visual 
relations using analogies
Julia Peyre, Ivan Laptev, 
Cordelia Schmid, Josef Sivic
ICCV 2019

car under elephant

http://openaccess.thecvf.com/content_iccv_2017/html/Peyre_Weakly-Supervised_Learning_of_ICCV_2017_paper.html
http://openaccess.thecvf.com/content_ICCV_2019/html/Peyre_Detecting_Unseen_Visual_Relations_Using_Analogies_ICCV_2019_paper.html


Weakly-Supervised Learning of Visual Relations

Julia Peyre, Josef Sivic, Ivan Laptev, Cordelia Schmid

ICCV 2017

http://openaccess.thecvf.com/content_iccv_2017/html/Peyre_Weakly-Supervised_Learning_of_ICCV_2017_paper.html


Weakly-Supervised Learning of Visual Relations
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Contributions
● Encoding of appearance and spatial configuration

● Weakly-supervised training (image labels only)

● New dataset of Unusual Relations



Encoding of appearance and spatial configuration
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Visual appearance
● Faster R-CNN features

(VGG-16 on ImageNet)
● L2 normalization
● PCA 4096 -> 300
● L2 normalization

Spatial configuration
● Box sizes, displacement 

and area as 6D vector
● Gaussian Mixture Model 

with 400 gaussians

Is all the normalization and 
playing around with GMM and 
PCA needed?



Weakly-supervised training (image labels only)
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person falling horse

● Only one annotation with
○ s = person
○ o = horse

● 4 person boxes

● 3 horse boxes

● 12 candidate pairs



Weakly-supervised training (image labels only)
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R
(predicates)

N
(box pairs)

Subset of all (s, o) pairs for an annotated 
triplet t = (s, r, o) of a certain image



Main Results
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There are no standard deviations of multiple runs, but it’s 
possible that the weakly-supervised training scheme (j) 
performs just like a noisy training scheme (k)



Unusual Relations Dataset
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Using candidate boxes gives 
much lower performances, 
can this be a problem of the 
object detection part?



Detecting unseen visual relations using analogies

Julia Peyre, Ivan Laptev, Cordelia Schmid, Josef Sivic

ICCV 2019

http://openaccess.thecvf.com/content_ICCV_2019/html/Peyre_Detecting_Unseen_Visual_Relations_Using_Analogies_ICCV_2019_paper.html


Detecting unseen visual relations using analogies
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Contributions
● Combine compositional and phrase-based approaches

● Retrieval using analogy transformations



Compositional and phrase-based approaches
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GMM and PCA from the 
previous paper have been 
replaced by MLPs



Training - positive samples
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person - ride - bike

Visual pair i

Language triplet t

In all four spaces {s, p, o, vp}, the visual and language 
embeddings are pushed closer together



Training - negative samples
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person - wash - bike

Visual pair i

Language triplet t

In all four spaces {s, p, o, vp}, the visual and language 
embeddings are pushed apart (also person - person ?)



Transfer by analogy
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Retrieval without analogy

● Embed an unseen 
language query as 
(s, p, o, vp)

● Retrieve box pairs whose 
embeddings of (s, p, o, vp) 
are close to the query

Retrieval with analogy

● Find seen triplets that are similar 
enough to the unseen query 
(similarity is based on s, p, o)

● Build a vp embedding by 
aggregating the vp embeddings 
of seen triplets translated by an 
analogy transformation

● Retrieve box pairs whose 
embedding (s, p, o, vp) is close 
to the newly built query



Transfer by analogy
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Main Results
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Seen triplets

Unseen triplets



Future directions?
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● Contextual query embeddings 
(BERT ?)

● Different predicate visual 
representation

● Entity-relationship reasoning



Thanks


