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Semi-Supervised Learning
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• Why use it?

– Improve predictive performance on supervised prediction tasks by
leveraging unlabeled data

• When can we use it?

– When abundant amount of unlabeled data is available

– When gathering labeled data is hard 

> Expert labels might be expensive to gather

> Trade of between cost of gathering more data vs more labels

– Rule of thumb: More than x10 more unlabeled data than labeled 

• How?

– Pseudo-labeling, self-training, consistency, adverserial training, etc.
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• ReMixMatch: Semi-Supervised Learning with Distribution 
Alignment and Augmentation Anchoring - Berthelot et al. –
ICLR 2020

• FixMatch: Simplifying Semi-Supervised Learning with 
Consistency and Confidence – Sohn et al. – Arxiv 2020

• MixMatch: A Holistic Approach to Semi-Supervised Learning 
- Berthelot et al. – NeurIPS 2019



Three core ideas
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• Entropy Minimization

• Consistency Regularization

• Generic Regularization



Contributions - ReMixMatch
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• Entropy Minimization

– Distribution Alignment

• Consistency Regularization

– Augmentation Anchoring

• Generic Regularization



Entropy Minimization - Artificial Labeling
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• Pseudo-labeling 

– Use models prediction on unlabeled example as training label

– 𝑙𝑜𝑠𝑠 = 𝐶𝐸𝑠𝑢𝑝𝑒𝑟𝑣𝑖𝑠𝑒𝑑 + 𝜆 ∗ 𝐶𝐸𝑢𝑛𝑠𝑢𝑝𝑒𝑟𝑣𝑖𝑠𝑒𝑑 (Gradually increasing 𝜆 ∈ [0, 3])

Lee, Dong-Hyun. "Pseudo-label: The simple and efficient semi-supervised learning method for deep neural 

networks." Workshop on challenges in representation learning, ICML. Vol. 3. 2013.



Consistency Regularization
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• Enforcing robustness to input perturbations

– Mainly using augmentations, network stochasticity (dropout), temporal 
ensambling, etc.

– Loss often calculated between augmented and non-augmented input

– 𝑙𝑜𝑠𝑠𝑐𝑜𝑛𝑠𝑖𝑠𝑡𝑒𝑛𝑠𝑦 = ‖𝑝𝑟𝑒𝑑 𝑥 − 𝑝𝑟𝑒𝑑(𝑎𝑢𝑔(𝑥) ‖ 2
2

• Basic idea: Similar input should yield similar output

Tarvainen, Antti, and Harri Valpola. "Mean teachers are better role models: 

Weight-averaged consistency targets improve semi-supervised deep learning 

results." Advances in neural information processing systems. 2017.

Laine, Samuli, and Timo Aila. "Temporal ensembling for semi-supervised 

learning." arXiv preprint arXiv:1610.02242 (2016).

Verma, Vikas, et al. "Interpolation consistency training for semi-supervised 

learning." arXiv preprint arXiv:1903.03825 (2019).

Berthelot, David, et al. "Mixmatch: A holistic approach to semi-supervised 

learning." Advances in Neural Information Processing Systems. 2019.

Xie, Qizhe, et al. "Unsupervised data augmentation." arXiv preprint

arXiv:1904.12848 (2019).



Generic Regularization
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• Training with few labeled examples can be prone to overfitting

• Strong regularization might be necessary for good generalization 
for many Semi-Supervised Learning problems

• mixup: Beyond empirical risk minimization

Zhang, Hongyi, et al. "mixup: Beyond empirical risk minimization." arXiv preprint 

arXiv:1710.09412 (2017).



Generic Regularization
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arXiv:1710.09412 (2017).



MixMatch
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• Pushing the State-of-the-art by employing these three core ideas

– Entropy Minimization

– Consistency Regularization

– Generic Regularization

Berthelot, David, et al. "Mixmatch: A holistic approach to semi-supervised 

learning." Advances in Neural Information Processing Systems. 2019.



MixMatch – cont.
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MixMatch – cont. 
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Berthelot, David, et al. "Mixmatch: A holistic approach to semi-supervised 

learning." Advances in Neural Information Processing Systems. 2019.



MixMatch – cont.

2020-04-05 14

ො𝑥 =

ො𝑢 =

𝑤 =

𝑥′ =

𝑢′ =

∗

∗

=

=

Berthelot, David, et al. "Mixmatch: A holistic approach to semi-supervised 

learning." Advances in Neural Information Processing Systems. 2019.



MixMatch – cont.
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Berthelot, David, et al. "Mixmatch: A holistic approach to semi-supervised 

learning." Advances in Neural Information Processing Systems. 2019.



MixMatch – cont.
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learning." Advances in Neural Information Processing Systems. 2019.



MixMatch - Results
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Berthelot, David, et al. "Mixmatch: A holistic approach to semi-supervised 

learning." Advances in Neural Information Processing Systems. 2019.
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MixMatch – Results –Cont.

Berthelot, David, et al. "Mixmatch: A holistic approach to semi-supervised 

learning." Advances in Neural Information Processing Systems. 2019.



ReMixMatch (Finally)
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• Entropy Minimization

– Distribution Alignment

• Consistency Regularization

– Augmentation Anchoring

• Generic Regularization



Distributional Alignment
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• Enforce ”Fairness”

– Push the network class output frequency to be aligned with class 
frequency for the labeled portion of the data

– Basically: Proportionally increase/decrease the label guess value for those 
classes that are disproportionally under/over represented in the models 
predicted outputs

Berthelot, David, et al. "ReMixMatch: Semi-Supervised Learning with Distribution 

Alignment and Augmentation Anchoring." arXiv preprint arXiv:1911.09785 (2019).



Augmentation Anchoring
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• Employing Stronger Augmentation

– Stabilize training with weakly augmented “anchor” as target

– Learn with multiple “stronger augmentations“ as input

Berthelot, David, et al. "ReMixMatch: Semi-Supervised Learning with Distribution 

Alignment and Augmentation Anchoring." arXiv preprint arXiv:1911.09785 (2019).



ReMixMatch - Algorithm
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Berthelot, David, et al. "ReMixMatch: Semi-Supervised Learning with Distribution 

Alignment and Augmentation Anchoring." arXiv preprint arXiv:1911.09785 (2019).



ReMixMatch – Algorithm – Cont.
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Berthelot, David, et al. "ReMixMatch: Semi-Supervised Learning with Distribution 

Alignment and Augmentation Anchoring." arXiv preprint arXiv:1911.09785 (2019).



ReMixMatch – Algorithm – Cont.
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Berthelot, David, et al. "ReMixMatch: Semi-Supervised Learning with Distribution 

Alignment and Augmentation Anchoring." arXiv preprint arXiv:1911.09785 (2019).



ReMixMatch – Algorithm – Cont.
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Berthelot, David, et al. "ReMixMatch: Semi-Supervised Learning with Distribution 

Alignment and Augmentation Anchoring." arXiv preprint arXiv:1911.09785 (2019).



ReMixMatch – Algorithm – Cont.
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(Unlabeled+Mixed) 

MixUp, same as in 

MixMatch but with 

Cross Entropy instead

(Labeled+Mixed) 

MixUp, same as in 

MixMatch

Unlabeled images with 

standard Cross Entropy 

Unlabeled images, 

Self-Supervised  

rotational prediction

Berthelot, David, et al. "ReMixMatch: Semi-Supervised Learning with Distribution 

Alignment and Augmentation Anchoring." arXiv preprint arXiv:1911.09785 (2019).



Experiments
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• Datasets:

– CIFAR-10

– SVHN

– STL-10

• Implementation

– Same codebase for all experiments and different methods

– Wide ResNet-28-2

– Same training algorithm 

– Five random splits per dataset and training examples

• Comparison with:

> VAT – Virtual Adversarial Training

> Mean Teacher

> MixMatch

> UDA – Unsupervised Data Augmentation



ReMixMatch Results CIFAR-10 and SVHN
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ReMixMatch – Ablation Study
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ReMixMatch - Conclusions
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• Adding Distributional Alignment and Augmentation Anchoring to 
MixMatch reduces the need for labeled data even further

• My take aways: 

– The strong augmentation is what really pushes performance

– SOTA results but only on small datasets

– A lot of moving parts, a lot of hyper parameter optimization



FixMatch
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• Back to basic

– Simplified version of ReMixMatch and MixMatch

• Core ideas

– Consistency Regularization

– Pseudo-labeling



FixMatch - Algorithm
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Loss = 



FixMatch - Results
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FixMatch - Results
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FixMatch – Ablation Study
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FixMatch – CIFAR-10 Single Image per Class 
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Conclusions 
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• FixMatch is able to reach SOTA performance on SSL datasets by 
simply enforcing consistency between augmented samples and 
creating pseudo-labels for unlabeled examples when sufficiently 
confident

• Simple yet effective

• Highlight how delicate SSL settings can be to small deviations to 
optimal parameter selections

• Drawbacks:

– Limited novelty

– Non-significant improvement compared to previous work
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Thank you for listening!



ReMixMatch – CIFAR-10
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% of data 

labeled

Error rate

Fully 

supervised

100.0 3.62

ReMixMatch 8.0 5.14

ReMixMatch 2.0 5.73

ReMixMatch 0.50 6.27



Common Experimental setup
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• Standard image classification datasets with varying number of 
labels removed

– CIFAR-10, CIFAR-100, SVHN, ImageNet

– Keep x % of labels for each class, regard the rest as unlabeled

• STL-10 

– 10 classes

– 5,000 labeled training images

– 8,000 labeled test images

– 100,000 unlabeled images, contains other classes, class frequency not 
uniform


