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Background: What is semantic segmentation?

Source: http://cvlab.postech.ac.kr/research/deconvnet/
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Background

Most current semantic segmentation approaches are based on Fully 
Convolutional Network (FCN). For example: 

Source: http://cvlab.postech.ac.kr/research/deconvnet/

http://cvlab.postech.ac.kr/research/deconvnet/


Limitations with FCN based approaches

● Unable to capture very long range relationships. 
● Maximum scale limited by receptive field



Problems with FCN:
1. Long range relationship



Problems with FCN:
2. Maximum scale limited by receptive field 
  

receptive field



SEgmentation TRansformer (SETR) in a nutshell: 

● Uses standard Transformer module
● No downsampling* of images, maintaining dense pixel info 

through all layers
● Slice image into small patches, flatten into 1-d vector for 

transformer encoder
● Several flavors of decoders



A sequence to sequence to approach to semantic 
segmentation - SEgmentation TRansformer (SETR)



Decoders



Results (qualitative)
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Caveats & discussion

● This approach has an order of magnitude more parameters than FCN based approaches
● Randomly initialized SETR performs very poorly (hinting at many local minimas?)
● Decoder is depend on image size - less flexible




