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A TERMINOLOGICAL PROPOSAL
D. F. Xnuth

While preparing a book on combinatorial algorithms, I felt a strong
need for a nev technical term, & word which is escentially a one~sided
versicn of polynomial complete. A great many problems of practical interest
have the property that they are at least as difficult to solve in polynomial
time as those of the Cook-Karp class NP. I needed an adjective to convey
such & degree of difficulty, both formally and informally; and since the
range of practical applications is so broad, I felt it would be best to
establish such & tem &5 soon as possitle.

The goal is to find an sdjective x that sounds good in sentences
like this:

The covering problem is x .
It is x to decide whether & given graph has & Hamiltonian circuit.
It is unknown whether or not primality testing is sa x prodlem.

We also probably need the associated noun “x-ness” or "x-hood”" as eppropriate.
Here x is not necessarily to imply that a problem is in NP, merely that
everything in NP can reduce to x . For example, let's imagine the situation
& few months ago before Pratt snomed that primality testing is in NP; the
third sentence &bove does not call in question whether or not primality
testing is in NP, while if I said “"It's unknown vhether or not primality
testing s polyncmial complete” 1 imply that there is uncertainty either
about primality in NP or mbout NP reducing to primelity.

In my lectures at Oslo last year I used x = "hard". But this tumed
out to be unsabisfactory beceuse the word "hard” is so common it is unclear
when it is being used in a technical sense. I thought of “tough" because
it is informel encugh that it is pretty clear when technical usage is
intended; however, it conflicts with some graph-theoretic terminology and
doesn't sound quite right. When non-specialists talk about difficult
computational problems, they unfortunately call them "combinatoriel”,
which of course is a completely unwelcome usage.

T think meny people are interested in how teminology gets started,
and it seems that it often happens by accident, with the originator having -
RO idea that he is fixing a neme fos all time. That certainly was the
case with me when I defined the temm " LR(k) ", I hed no idea that anyone
else would ever use it; and I imagine that misleading terms like 'statement’
(in )» ‘context-free 1 *, 'AVL trees', etc.,
were never considered very seriously for their appropriateness when they
were first proposed.

In this case I wanted to try to do something better, to get a large
mmber of qualified pecple helping to decide on & name before the firsi
publication. So I did two things: (1) I got oub my copy of Roget end
my unabridged dictionary, and found a set of candidates for X .

(2) I wrote to about 30 people asking them to vote on these choices.
[My sincere apologies to all readers who I forgot to imclude in the
balloting. ]

The three choices I listed were "Herculean”, "formidable", and
“arducous”. I asked all voters to assign a real mmber between O and 1
to each term, indicating the degree to which they approved of it. (Thus,
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before looking &t the ballots.] It's prepostercus to do such & thing in
a democracy, but I did it. The resulting weighted average scores were
Herculean  .369
formidable .373
arduous .355

In other vords, very low. (I'll bet that the term 'polynamial complete’
would have fared even worse in the early days; but I'm just trying to heal
my wounded feelings when I say this.}

Fortunately, there vas a ray of hope remaining, nemely the space for
write-in votes. I received very many ingenious suggestions; indeed, the
wTite-ins proved conclusively that creative research workers are as full

of ideas for nevw teminology as they are empty of enthusissm for adopting it.

The write-in votes were 50 interesting, I'd like to discuss them here
at some length. First, there were several other English words suggested:

1 1
bad costly

neavy obdurate
tricky cbstinate
intricate exorbitant
prodigious interminable
asfeicult

Also, Ken Steiglitz suggested "hard-boiled”, in honor of Cook who originated
this subject. AL Meyer tried “hard-ass" (hard as satisfisdility). ([You
can see vhat I mean about creative researchers.)

Bob Floyd suggested Sisyphean instead of Herculean, since the problem
of Sisyphus was time-consuming While Hercules needed great strength. The
aifficult NP problems seem to be more time-Consuming than energy-spending,
50 this may be e better tern. On the other hand, Sisyphus never finished
nis task, so we could use this more appropriately for unsolveble problems.
A similer remark applies to Tithenian. I prefer Ulyssean to these, because
Ulysses was noted for his persistence and he also Tinished. Incidentally,
A1 Ano said he lauds my intent in "trying to clean the theory of computing
of 1ts Augean terminology". So, we find classicists amongst us.

The next group of suggestions was bssed an acromyms. Shen Lin thought
of calling them PET problems, as he likes to work on them (e.g. the
traveling salesman problem) in spite of their difficulty. He points out
that PET stands for "probably exponential time. But if this gets proved,
PET stands for "provebly exponential time". And 4f the proof goes the
other way, it stands for "previously exponential time".

There's also another Al Meyerism, to let x = GNP (greater than or
equal to NP in difficulty, with the possibility of costing more than the
CNP to resolve). Or, X = X8 (seeming to demand an exhaustive search
which requires an excess of time). - -

The most tantalizing suggestions I received were based on newly-coined
wvords, taken from appropriste classical roota. This, after all, is the
way biologists, etc., get nearly sll of their high-faluting terms. Mike
Paterson contributed two nice ones:
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O meant complete disagreement, 1 meant ccmplete agreement, and 1/2 or
more meant “would use if it became standard".) I slso left space for
write-in votes.

After mailing the ballots, I perscnally ceme to the conclusion that
"Herculean" would be best; I tried using it for & week, and found that it
felt comfortable in all the necessary contexts, and in fact I begsn o
like it. Then a week later the returns began to come in, and I vas
reminded of the fact that nobody but me has my tastes; I had forgotten
that everybody else in the world is hopeless when it comes to terminology
(and that they think the same about me). The first week's returns were
comparatively few, but there was a strong preference for "formidable" and
only very weak responses for “Herculean". I had favored Herculean partly
becsuse it translates immediately into all the prominent languages, but
I found that even my forelgn-speaking correspondents didn't like it.

That night I met Dick Karp socially, and we decided to start saying
“formidable". This worked well in conversation and seemed to be a good
solution. I went home and replaced ‘Herculean' by 'formidable’ in my
files.

The next week, many more ballots arrived, and I found to my chagrin
that "formidable" vas losing its early popularity. I began to wonder how
chemists ever got any of their horrible terms edopted, especially their
nemes for the four constituents of DNA code. nd I also began to wonder
whether my task of assessing the Tesults of votes was going to be
Herculean, formidsble, or merely erduous.

The final results are shown on the histogrems below, showing how

many of the 31 respondents assigned mumbers in various ranges for each
word. ([I've multiplied the range by 10, so that the mumber of x's above
digit n indicates the mmber of votes in the range n/10 <v < (n+1)/10 .
It wasn't trivial to make these charts, since Mike Harrison used

(/5-1)/2 as one choice, and Al Aho used ¢ and 2 . I presumeAl

meant ¢ to be a small positive real, not a large ordinal.}
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The distributions ave remarksbly different, ‘Herculean' being rather
uniform and ‘arduous’ very peaked. But cne thing was perfectly clear:
all three words fared rather badly. Only ‘arducus’ was-sble to get > .5
from a majority of the voters, and this majority (16 votes to 15) was
bhardly conclusive.

Then I applied a secret weighting factor to all the ballots, based on
spproxinately how many papers related to this subject I felt each particular
voter would be writing, in the next few years, and how much influence on
computer science students he bas, etc. [Naturally I assigned the weights
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exparent  (literally, seeming outside; also joc. fr. exponential
+ apparent}
end perarduous (since 'per' means 'through, in space or time' and/or
'completely, extremely').

AL Meyer tried also supersat, meaning greater than or equal to satisfiability.

Another excellent one comes from Ed Reingold end his classicist friend
Howard Jacobson:

polychronious

This pleasant word curiously appears in Webster's 2nd unsbridged, but not
the 3rd or in the Oxford English or apparently any other dictionary. The
definition given in'Webster's is quite appropriate: “"enduringly long;
chronic (rare)". However, to my ears the word polychronious actually
implies polynomial time rather than the contrary.

I can see many words in the sbove list that I wouldn't mind using,

but nome that I-can see becoming standard. There was, however, one further
class of write-in votes, based on hyphensted compound words.that relate
strongly to the presently entrenched texminology, but which clearly dominate
what we now are sayifig. Since these words were proposed as write-in
candidates by quite & few people, apparently acting independently of each
other, T believe that the solution to the problem lies herd.

The "winning" write-in vote is the term NP-hard, which was put forward
mainly by several pecple et Bell Labs, after what I understand was
cdnkiderable discussion. Similar if not identical proposals were made by
Steve Cook, by Ron Rivest, and in earlier publications by Sakti Sahni.

This teym is intended for use together with another new one, NP-complete,
which sbbreviates 'polyncmial complete' and is at the same time more
exact.

Motivation for these terms is easy to describe to a movice, once he
understands NP, namely

NP-bard means as hard as the most difficult problem in NP.
NP-complete means representative of the complete class NP with
respect to difficulty.

In recent weeks, Karp and I have tried this terminology, and it seems to
stand up well in practice. As Jeff Ullman remarked in his letter, "The
natural thing to do is substitute 'hard' or some other word for 'complete’
50 that ‘blah hard' means 'blah complete or worse'."

The strength of support for this write-in vote makes it reasanable
£o propose it for immediate adoption by all workers in the field. I will
conclude this note by examining such & proposal critically end concluding
that it survives all the attacks I can muster.

First, are the terms well-defined? Answer: Well, not by the above
@discussion, but we can make them 50. One of the things I leerned from
the letters received was that Cook's original definition of polynomial
reducibility is not known to be the same &s the one Karp used to relate
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80 many combinatorial problems to each other. Since the latter is simpler
to deal with and supports all the constructions which I delieve are of
interest to real-world programmers, I propose to make the following explicit
definitions (following Karp):

A problen L is a subset of the strings om some finite alphabet
(i.e., & problen is a language).

A polynomial-bounded transduction f is a function F* ~ £°% , where
T end I’ are finite alphabets, such that, ncm some integer k , the
outpat £(x) 1is computable in at most ({x|+2)* steps for all x , om
(say) a one-tape Turing machine.

If L and L are problems, we say L reduces to L’ if there is

polyncmial-bounded transduction f such that xeL if and only if f(x)eL” .

The satisfisbility problem S is the set of all strings O 4n (say)
the context-free language A over the alphabet {(,),A,V,~V, )} defined
by syntax and integer-valued semantics

A= (C) n{a) = m(C)

&) = Ay {c) a{4) = n(A,)n(c)
-1 n(€) = m(L)

Cy = CpVL n(C,) = m(C,) +m(L)
L~A n(L) = £(m(A)}
L=n4 u(L) = 1-f(m(a))
A=v m(a) =1

& = »m n(A;) = m{A)+1

such that there exists a function f: N — {0,1} whick makes m(A) >0 .

A problem L is NP-hard iff S reduces to L ; it is in NP 1ff
1 reduces to § ; it is NP-complete iff both conditions hold.

Thus, there exists & way to define the terminology precisely. Note that
the definition relies on Cook's theorem to relate NP to 'nondeterministic

. polynamial time’', so that S-hard end S-camplete look like better temms in

the sense of this definition.

A more general definition would say that, for any class C of
pwroblems, we define C-hard to mean " L° reduces to L for all L'« ";
and C-complete 45 C-hard plus " L reduces to L° for some L‘<C “. We
get inmediate hetatheorems fram the fact that "reduces to" is transitive
and reflexive, e.g.

If L 4s.C-hard and L reduces to M then M is C-hard.

If L is C-complete then L reduces to M if and only if M is
C-hard.
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The clasi C of context-gensitive langusges is just one interesting
exanple.

Cook's definition of reducibility was different; he said that L
reduces to L° iff L is accepted in polynomial time by a Turing machine
extended with the capability of deciding membership in L’ 1n ome step.
This definition corresponds of course to similar definitions with respect
to and problems. We might call this
Turing bility or C< ducibility. However, I must admit that

I don't see a critical distinct’on here. Unless I'm mistaken, it is
possible to prove the following theorem, by extending Cook's original
construction slightly:

If L reduces to S and L” k-x to L one stic

Turing machine, then L° reduces to S .

(The clauses generated for those instants of time when L problems are
to be solved are replaced by clauses corresponding to the reduction of L
to S.) Ifweset L =S weget "Cook-reducibility to 5 implies
nondeterministic Cook-reducibility to § implies reducidility to § ".
But reducibility obviously implies Cook-reducibility, so the three concepts
are the same &t this level of the hierarchy wless I've missed something.

Even if my supposed proof of the above theorem breaks down when I
get around to writing the details, I would argue that it is best to use
the simpler definitions in connection with notions that will be used by
non-automata-theorists. There is an enormous literature on combinatorial
algorithms applied to practical problems, and & large body of practical
people who get excited about them but not about the technical details of
What cen heppen in weird cases on curious abstract machines. For more
technical di the issue 1o vely unimportant,
aven though the concepts are likely to be important in the total theory,
since fewer people are involved; but NP-hard problems hit lots of people,
and that's why I begen searching for & special term.

In other words, I don't consider it a major goal to invent completely
descriptive t for every ng question of the
type considered here; the major goal is to have & good term to use for
the masses, in the one case which experience shows is almost cmnipresent.
To say NP-hard actually smacks of being a little too technical for a mass
audience, but §t's not so bad as to be unusabdle; fortunately the tem does
easily generalize to a lot of other cases considered by automats theorists,
50 it appears to be a good compromise. When more technicalities are
introduced, there is less need for a universally accepted term or notation.
Although it's very interesting to consider, e.g.,log-spece reductioms,

I don't think 3t's necessary to come up with a special short name for them.

John Hoperoft's suggestion was "NP-time" instead of NP-hard, with
the correspording "NP-space” (which equels P-space). I considered this
seriously but decided that it was not satisfactory (mostly because 'time'
and 'space' are nouns). The words NP-long or NP-big might be OK; but
really, as I have seid, the practical problems of mass interest are all
associated with one case, and terminology should be optimized for that
case.




