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CHAPTER 1

KINETIC MODELS OF SYNAPTIC TRANSMISSION

Alain Destexhe1, Zachary F. Mainen2 and Terrence J. Sejnowski3

1 Introduction: the kinetic interpretation of ion channel

gating

The remarkably successful quantitative description of the action potential introduced by
Hodgkin and Huxley (1952) is still widely used over 40 years since its introduction. The
classical Hodgkin-Huxley description was not only accurate, it was also readily extensible
to many other voltage-dependent currents. More recent single channel recording techniques
(Sakmann and Neher, 1995) have been used to prove that voltage-dependent currents arise
from populations of individual ion channels undergoing rapid transitions between conduct-
ing and non-conducting states. The macroscopic behavior of the currents can be accurately
captured using kinetic models that describe the transitions between conformational states
of these ion channels. This class of models, of which the Hodgkin-Huxley model is an
instance, are commonly known as Markov models.

Kinetic models not only provide good descriptions of voltage-dependent ionic currents
but are general enough to describe almost all processes essential to neurophysiology. We will
focus in this chapter on synaptically-gated currents of all kinds, including neuromodulators,
which are readily modeled by Markov kinetics. Moreover, many important biochemical
reactions, including second-messenger systems, synaptic release, and enzymatic cascades
can also be described by kinetic schemes. As a consequence, kinetic models provide means
to build coherent neural models in which subcellular, cellular, and network properties are
described within the same formalism (see Destexhe et al., 1994c).

Kinetic models are inherently exible in their level of detail, ranging from the most de-
tailed and biophysically realistic gating models to highly simpli�ed representations. Some
detailed models determined from voltage-clamp studies have more than a dozen states (e.g.,
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Table 1:
Most simple kinetic schemes to represent the gating of di�erent classes of ion channels. Voltage-dependent
channels: the channel is assumed to have opened (O) and closed (C) states modulated by voltage-dependent
transition rates (� and �). Calcium-dependent channels: in this case, the opening of the channel depends
on the binding of one or several intracellular Ca2+ ions (Cai). Transmitter-gated channels: molecules
of neurotransmitter (T ) are released transiently and bind to the channel, leading to its opening. Second

messenger-gated channels: in this case, the opening of the channel is provided by the binding of one or several
intracellular second messengers (G). Kinetic equations allow to describe all these processes, which underlie
electrophysiological properties and synaptic interactions, using the same formalism (see also Appendix A).

Raman and Trussell, 1992); others have been found for the gating of receptors by neuro-
transmitters and intracellular second messengers such as calcium. These models accurately
describe the behavior of synaptic channels as measured by single-channel or macroscopic
current recordings, and are appropriate for simulating patch clamp experiments.

The essential properties of ion channel activation can be captured by simpli�ed kinetic
models with just two states. The simplest kinetic models for the gating of di�erent classes
of ion channels are illustrated in Table 1. For synaptic currents (Destexhe et al., 1994b), as
for voltage-dependent currents (Destexhe et al., 1994c; Destexhe, 1997), simpli�ed kinetic
models provide an e�cient way to incorporate their basic properties, such as the time course
of rise and decay and their summation behavior, in simulations that do not require the
level of detail described above. Typical examples of this kind are simulations of networks
of neurons where the most salient features of ion channel interactions must be represented
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with maximal computational e�ciency.
In this chapter, we focus on models of synaptic interactions. We start with an overview

of relatively detailed kinetic models for synaptic release (Section 2) and for representative
types of synaptic currents and receptors (Section 3). We then review simpli�ed models
for these types of synaptic interactions (Section 4). Although these simpli�ed models
have fewer states than detailed kinetic representations, they exhibit essential properties of
synaptic currents, such as the summation of postsynaptic currents. Finally, the simpli�ed
models are used to simulate a small network of interacting neurons that exhibit complex
behavior (Section 5). These simpli�ed models are computationally e�cient (Appendix C)
and may therefore prove useful in accurately representing synaptic transmission in large
network simulations.

2 Presynaptic mechanisms of transmitter release

We focus �rst on the mechanisms underlying the release of transmitter when an action
potential arrives at the presynaptic terminal. A kinetic model of the intracellular reactions
leading to ejection of transmitter by the presynaptic terminal is presented and the results
are compared with more simpli�ed models.

2.1 Model of transmitter release

The exact mechanisms whereby Ca2+ enters the presynaptic terminal, the speci�c proteins
with which Ca2+ interacts, and the detailed mechanisms leading to exocytosis represent
an active area of research (e.g., Schweizer et al., 1995). It is clear that an accurate model
of these processes should include the particular clustering of calcium channels, calcium
di�usion and gradients, all enzymatic reactions involved in exocytosis, and the particular
properties of the di�usion of transmitter across the fusion pore and synaptic cleft. For our
present purpose, we use a simple model of calcium-induced release inspired by Yamada
and Zucker (1992). This model of transmitter release assumed that: (a) upon invasion
by an action potential, Ca2+ enters the presynaptic terminal due to the presence of a
high-threshold Ca2+ current; (b) Ca2+ activates a calcium-binding protein which promotes
release by binding to the transmitter-containing vesicles; (c) an inexhaustible supply of
\docked" vesicles are available in the presynaptic terminal, ready to release; (d) the binding
of the activated calcium-binding protein to the docked vesicles leads to the release of n
molecules of transmitter in the synaptic cleft. The latter process is modeled here as a
�rst-order process with a stoichiometry coe�cient of n (see details in Destexhe et al.,
1994c).

The calcium-induced cascade leading to the release of transmitter was described by the
following kinetic scheme:

4 Ca2+ +X

kb
-�

ku

X� (1)
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X� + Ve

k1
-�

k2

V �e

k3
- n T : (2)

Calcium ions bind to a calcium-binding protein, X , with a cooperativity factor of 4 (see
Augustine and Charlton, 1986; and references therein), leading to an activated calcium-
binding protein, X� (Eq. 1). The associated forward and backward rate constants are kb
and ku. X� then reversibly binds to transmitter-containing vesicles, Ve, with corresponding
rate constants k1 and k2 (Eq. 2). The last step of this reaction, governed by rate constant
k3, represents the (irreversible) release of n molecules of transmitter, T , from the activated
vesicles into the synaptic cleft. The values of the parameters in this reaction scheme were
based on previous models and measurements (Yamada and Zucker, 1992).

The concentration of the liberated transmitter in the synaptic cleft, [T ], was approxi-
mated as follows. [T ] was assumed to be uniform in the cleft and cleared by processes of
di�usion outside the cleft (to the extrajunctional extracellular space), uptake or degrada-
tion. These contributions were modeled by the �rst order reaction:

T

kc
- ::: (3)

where kc is the rate constant for clearance of T . The values of rate constants were kb
= 105 s�1mM�4, ku = 100 s�1, k1 = 106 s�1mM�1, k2 = 100 s�1, k3 = 4000 s�1,
Ve = 0.01 mM , kc = 104 s�1 with a maximal concentration of calcium-binding proteins
of 0.001 mM , and the number of transmitter molecules per vesicle was n = 10 000 (see
Destexhe et al., 1994c).

Figure 1 shows a simulation of this model of transmitter release associated to a sin-
gle compartment presynaptic terminal containing mechanisms for action potentials, high-
threshold calcium currents and calcium dynamics (see Destexhe et al., 1994c for details).
Injection of a short current pulse into the presynaptic terminal elicited a single action poten-
tial (Fig. 1A). The depolarization of the action potential activated high-threshold calcium
channels, producing a rapid inux of calcium. The elevation of intracellular [Ca2+] (Fig. 1B)
was transient due to clearance by an active pump. Figure 1C shows that the time-course
of activated calcium-binding proteins and vesicles followed closely the time-course of the
transient calcium rise in the presynaptic terminal. This resulted in a brief (� 1 ms) rise in
transmitter concentration the synaptic cleft (Fig. 1D). The rate of transmitter clearance
was adjusted to match the time course of transmitter release estimated from patch clamp
experiments (Clements et al., 1992; Clements, 1996) as well as for detailed simulations of
extracellular di�usion of transmitter (Bartol et al., 1991; Destexhe and Sejnowski, 1995).

2.2 Further simpli�cation of the release process

The above-described release model would be computationally very expensive if it had to be
used in simulations involving thousands of synapses. Therefore, for simulating large-scale
networks, simpli�cation of the release process is needed.

The �rst alternative is to use a continuous function to transform the presynaptic voltage
into transmitter concentration (Destexhe et al., 1994c). This approach assumes that all
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Figure 1:
Kinetic model of presynaptic release. A. A presynaptic action potential was elicited by injection of a 0.1 nA
current pulse lasting 2 ms in the presynaptic terminal. B. Intracellular Ca2+ concentration in the presy-
naptic terminal. A high-threshold calcium current was also present and provided a transient calcium inux
during the action potential. Removal was provided by an active calcium pump. C. Relative concentration
of activated calcium-binding protein X� (solid line) and vesicles V �

e (dotted line). D. Concentration of
transmitter in the synaptic cleft. Modi�ed from Destexhe et al., 1994c.

intervening reactions in the release process are relatively fast and can be considered in
steady state. The stationary relationship between the transmitter concentration [T ] and
presynaptic voltage was �t to:

[T ](Vpre) =
Tmax

1 + exp[�(Vpre � Vp)=Kp)
(4)

where Tmax is the maximal concentration of transmitter in the synaptic cleft, Vpre is the
presynaptic voltage, Kp = 5 mV gives the steepness and Vp = 2 mV sets the value at
which the function is half-activated. One of the main advantages of using Eq. (4) is
that it provides a very simple and smooth transformation between presynaptic voltage and
transmitter concentration. This form, in conjunction with simple kinetic models of postsy-
naptic channels, provides a model of synaptic interaction based on autonomous di�erential
equations with only one or two variables (see also Wang and Rinzel, 1992).

The second alternative is to assume that the change in the transmitter concentration
occurs in a brief pulse (Destexhe et al., 1994b). This procedure is considered in more detail
in Section 4.

3 Markov models of postsynaptic currents

Conventional synaptic transmission in the central nervous system is mediated by excitatory
and inhibitory amino acid neurotransmitters, glutamate and GABA, respectively. Gluta-
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mate activates AMPA/kainate receptors, responsible for most fast excitatory transmission,
and NMDA receptors, whose activation is both much slower than that of AMPA/kainate
receptors and whose voltage dependence may be involved in synaptic plasticity. GABA
also activates two classes of receptors, GABAA receptors which have relatively fast kinetics
and GABAB receptors which are much slower and involve second messengers.

It is important to note that there exists a considerable range of physiological sub-
types within a given receptor class that arise from the exact molecular composition of
the receptor. Most importantly, it has been shown that various properties of receptors
are altered by variations in the particular subunits that make up a receptor. For example,
NMDA receptor properties depend on the NR2 subunit type (A,B,C or D), which alters the
Mg2+sensitivity and kinetics of the channel (Monyer et al., 1994). Similarly, the presence
of the GluR-B subunit determines the Ca2+permeability of AMPA receptors (Jonas et al.,
1994), while the GluR-B and GluR-D subunits a�ect their desensitization (Mosbacher et
al., 1994). It has been shown that interneurons and principal cells express AMPA receptor
channels with distinct subunit composition and hence distinct properties | interneurons
express faster, more Ca2+permeable AMPA receptors (Geiger et al., 1995). The subunit
composition of receptors in di�erent cell types and brain regions is currently the subject of
intense study (see reviews by McKerran and Whiting, 1996; Huntley et al., 1994; Molino�
et al., 1994; Zukin and Bennett, 1995). Although the results of these molecular studies
will undoubtedly continue to shape our understanding, for the purposes of this Chapter,
we will focus on the general classes of receptors and their prototypical properties.

The study of central synapses is di�cult due to inaccessibility, rapid kinetics, the di�-
culty of measuring or controlling the time course of neurotransmitter, and the electroton-
ically remote location of synapses from somatic recording sites. Nevertheless, progress in
understanding the gating of these receptors has been made through the fast perfusion of
transmitter to excised membrane patches containing receptors (Franke et al., 1987). With
these and other methods, is has been shown that the time course of neurotransmitter in the
synaptic cleft is very brief (Clements et al., 1992; Clements, 1996) and that the kinetics
of the postsynaptic receptor are responsible for the prolonged time course of the slower
synaptic currents (Lester et al. 1990).

Detailed models of synaptic currents based on activation by a very brief increase in
transmitter concentration must capture three main aspects of receptor gating kinetics:

� Activation/binding. The time course of the rising phase of the synaptic current can be
determined either by the rate of opening after transmitter is bound to the receptor,
or, at low concentrations, the amount of transmitter present. The rising phase can
be delayed (made more sigmoidal) by requiring more than one transmitter molecule
to be bound (analogous to the gating of the \delayed-recti�er" potassium channel).

� Deactivation/unbinding. The time course of decay can be determined by either de-
activation following transmitter removal or desensitization (see below). The rate of
deactivation is limited either by the closing rate of the receptor, or typically, by the
rate of unbinding of transmitter from the receptor.

� Desensitization. Synaptic receptor-gated channels can be closed by entering a so-
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called \desensitized" state which is analogous to the \inactivated" states of voltage-
gated channels. Desensitization decreases the fraction of channels that open during a
synaptic response and can a�ect the synaptic time course in several ways, including
prolonging the decay time and shortening the rise time.

Because there are a �nite number of channels at the postsynaptic membrane and they
may have multiple closed and desensitized states, the dynamics that occurs during a se-
quence of rapid activations can be complex:

� Priming. Due to slow activation kinetics, a pulse of neurotransmitter may bind to
but not open a channel; this can prime the receptor for response to a subsequent
pulse. For GABAB responses, this priming can occur through G-proteins on the K+

channels (Destexhe and Sejnowski, 1995; see Section 3.4).

� Desensitization. A response that leads to signi�cant desensitization may leave many
receptors unable to open when neurotransmitter is released again shortly thereafter,
causing a progressive decline in responsivity.

� Saturation. When a large fraction of receptors are bound by an initial pulse of
neurotransmitter, subsequent pulses can produce greatly diminished responses since
most channels are already open.

Thus, receptor kinetics are important not only in determining the time course of indi-
vidual synaptic events, but also in the temporal integration during a sequence of synaptic
events. In the following subsections, we review detailed kinetic schemes for the main re-
ceptor types mediating synaptic transmission in the central nervous system.

3.1 AMPA/kainate receptors

AMPA/kainate receptors mediate the prototypical fast excitatory synaptic currents in the
brain. In specialized auditory nuclei AMPA/kainate receptor kinetics may be extremely
rapid with rise and decay time constants in the submillisecond range (Raman et al., 1994).
In the cortex and hippocampus responses are somewhat slower (e.g., Hestrin et al., 1990).
The 10%-90% rise time of the fastest currents measured at the soma (representing those
with least cable �ltering) is 0.4 to 0.8 ms in cortical pyramidal neurons, while the decay
time constant is about 5 ms (e.g., Hestrin, 1993). It may be worth noting that inhibitory
interneurons express AMPA receptors with signi�cantly di�erent properties. First, they
are about twice as fast in rise and decay time as those on pyramidal neurons (Hestrin,
1993) and second, they have a signi�cant Ca2+ permeability (Koh et al., 1995). The latter
property appears to be conferred by the lack of the GluRB subunit in these receptors.

The rapid time course of AMPA/kainate responses is thought to be due to a combi-
nation of rapid clearance of neurotransmitter and rapid channel closure (Hestrin, 1992).
Desensitization of these receptors does occur but is somewhat slower than deactivation.
The physiological signi�cance of AMPA receptor desensitization has not been well estab-
lished. Although desensitization may contribute to the fast synaptic depression observed
at neocortical synapses (Thomson and Deuchars, 1994; Markram and Tsodyks, 1996), a
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study of paired-pulse facilitation in the hippocampus suggested a minimal contribution of
desensitization even at 7 ms intervals (Stevens and Wang, 1995).

A Markov kinetic model that accounts for these properties was introduced by Patneau
and Mayer (1991) (see also Jonas et al., 1993) and had the following state diagram:

C0

Rb T
-�

Ru1

C1

Rb T
-�

Ru2

C2

Ro

-�
Rc

O

Rd?
6
Rr Rd ?

6
Rr

D1 D2

(5)

where the unbound form of the receptor C0 binds to one molecule of transmitter T , leading
to the singly-bound form C1, which itself can bind another molecule of T leading to the
doubly-bound form C2. Rb is the binding rate and Ru1 and Ru2 are unbinding rates.
Each form C1 and C2 can desensitize, leading to forms D1 and D2 with rates Rd and
Rr for desensitization and resensitization respectively. Finally, the doubly-bound receptor
C2 can open, leading to the open form O, with opening and closure rates of Ro and
Rc respectively. This model was simulated with the mechanism for transmitter release
described in Section 2.1 and the its parameters were optimized by direct �tting of the full
model to whole-cell recorded AMPA currents (see Appendix B). The �tting procedure gave
the following values for the rate constants (Fig 2A): Rb = 13�106 M�1 s�1, Ru1 = 5:9 s�1,
Ru2 = 8:6� 104 s�1, Rd = 900 s�1, Rr = 64 s�1, Ro = 2:7� 103 s�1 and Rc = 200 s�1.

The AMPA current is then given by:

IAMPA = �gAMPA [O] (V �EAMPA) (6)

where �gAMPA is the maximal conductance, [O] is the fraction of receptors in the open state,
V is the postsynaptic voltage and EAMPA = 0 mV is the reversal potential. In neocortical
and hippocampal pyramidal cells, measurements of miniature synaptic currents (10-30 pA
amplitude; see McBain and Dingledine, 1992; Burgard and Hablitz, 1993) and quantal
analysis (e.g., Stricker et al., 1996) lead to estimates of maximal conductance around 0.35
to 1.0 nS for AMPA-mediated currents in a single synapse.

3.2 NMDA receptors

NMDA receptors mediate synaptic currents that are substantially slower than AMPA/-
kainate currents, with a rise time of about 20 ms and decay time constants of about 25
and 125 ms at 32 �C (Hestrin et al., 1990). The slow kinetics of activation is due to
the requirement that two agonist molecules must bind to open the receptor, as well as a
relatively slow channel opening rate of bound receptors (Clements and Westbrook, 1991).
The slowness of decay is believed to be due primarily to slow unbinding of glutamate from
the receptor (Lester and Jahr, 1992; Bartol and Sejnowski, 1993). The open probability
of an NMDA channel at the peak of a synaptic response has been estimated to be as high
as 0.3 (Jahr, 1992), raising the possibility that signi�cant saturation of synaptic NMDA
receptors may occur during high-frequency stimulus trains.
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An unique and important property of the NMDA receptor channel is its sensitivity
to block by physiological concentrations of Mg2+ (Nowak et al., 1984; Jahr and Stevens,
1990a, 1990b). The Mg2+ block is voltage-dependent, allowing NMDA receptor channels to
conduct ions only when depolarized. The necessity of both presynaptic and postsynaptic
gating conditions (presynaptic neurotransmitter and postsynaptic depolarization) make
the NMDA receptor a molecular coincidence detector. Furthermore, NMDA currents are
carried partly by Ca2+ ions, which have a prominent role in triggering many intracellular
biochemical cascades. Together, these properties are crucial to the NMDA receptor's role
in synaptic plasticity (Bliss and Collingridge, 1993) and activity-dependent development
(Constantine-Paton et al., 1990).

Several kinetic schemes have been proposed for the NMDA receptor (Clements and
Westbrook, 1991; Lester and Jahr, 1992; Edmonds and Colquhoun, 1992; Clements et al.,
1992; Hessler et al., 1993). These models were essentially based on the same state diagram:

C0

Rb T
-�

Ru

C1

Rb T
-�

Ru

C2

Ro
-�

Rc

O

Rd?
6
Rr

D

(7)

This kinetic scheme is similar to that of AMPA receptors (Eq. 5), with only one desensitized
form of the receptor (D) and a single unbinding rate Ru. Direct �tting of this model to
whole-cell recorded NMDA currents (in free Mg2+; see below) gave the following values
for the rate constants (Fig 2B): Rb = 5 � 106 M�1 s�1, Ru = 12:9 s�1, Rd = 8:4 s�1,
Rr = 6:8 s�1, Ro = 46:5 s�1 and Rc = 73:8 s�1.

The NMDA current is then described by:

INMDA = �gNMDA B(V ) [O] (V �ENMDA) (8)

where �gNMDA is the maximal conductance, B(V ) is the magnesium block (see below), [O]
is the fraction of receptors in the open state, V is the postsynaptic voltage and ENMDA =
0 mV is the reversal potential.

Miniature excitatory synaptic currents also have an NMDA-mediated component (Mc-
Bain and Dingledine, 1992; Burgard and Hablitz, 1993) and the conductance of dendritic
NMDA channels have been reported to be a fraction of AMPA channels, between 3 to 62%
(Zhang and Trussell, 1994; Spruston et al., 1995), leading to estimates of the maximal
conductance of NMDA-mediated currents at a single synapse around �gNMDA = 0:01 �
0:6 nS.

The magnesium block of the NMDA receptor channel is an extremely fast process
compared to the other kinetics of the receptor (Jahr and Stevens, 1990a, 1990b). The
block can therefore be accurately modeled as an instantaneous function of voltage (Jahr
and Stevens, 1990b):

B(V ) =
1

1 + exp(�0:062 V ) [Mg2+]o=3:57
(9)
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where [Mg2+]o is the external magnesium concentration (1 to 2 mM in physiological con-
ditions).

3.3 GABAA receptors

Most fast inhibitory postsynaptic potentials (IPSPs) are mediated by GABAA receptors in
the central nervous system. GABAA-mediated IPSPs are elicited following minimal stim-
ulation, in contrast to GABAB responses which require strong stimuli (see Section 3.4).
GABAA receptors have a high a�nity for GABA and are believed to be saturated by release
of a single vesicle of neurotransmitter (see Mody et al., 1994; Thompson, 1994). GABAA

receptors have at least two binding sites for GABA and show a weak desensitization (Busch
and Sakmann, 1990; Celentano, 1994). However, blocking uptake of GABA reveals pro-
longed GABAA currents that last for more than a second (Thompson and G�ahwiler, 1992;
Isaacson et al., 1993), suggesting that, as with AMPA/kainate receptors, deactivation fol-
lowing transmitter removal is the main determinant of the decay time.

We used the kinetic model introduced by Busch and Sakmann (1990) for GABAA

receptors based on the following state diagram:

C0

Rb1 T
-�

Ru1

C1

Rb2 T
-�

Ru2

C2

Ro1 ?
6
Rc1 Ro2 ?

6
Rc2

O1 O2

(10)

Here, the transmitter GABA (T ) binds to the unbound form C0, leading to singly-bound
C1 and doubly-bound form C2, with binding and unbinding rates Rb1 , Ru1 , Rb2 and Ru2

respectively. Both singly- and doubly-bound forms can open, leading to O1 and O2 forms
with opening and closure rates of Ro1 , Rc1 , Ro2 and Rc2 respectively. Direct �tting of
this model to whole-cell recorded GABAA currents gave the following values for the rate
constants (Fig 2C): Rb1 = 20�106 M�1 s�1, Ru1 = 4:6�103 s�1, Rb2 = 10�106 M�1 s�1,
Ru2 = 9:2� 103 s�1, Ro1 = 3:3� 103 s�1, Rc1 = 9:8� 103 s�1, Ro2 = 10:6� 103 s�1 and
Rc2 = 410 s�1.

The current is then given by:

IGABAA = �gGABAA ([O1] + [O2]) (V �ECl) (11)

where �gGABAA is the maximal conductance, [O1] and [O2] are the fractions of receptors in
the open states, and ECl = �70 mV is the chloride reversal potential. Estimation of the
maximal conductance at a single GABAergic synapse from miniature GABAA-mediated
currents (Ropert et al., 1990; De Koninck and Mody, 1994) leads to �gGABAA = 0:25�1:2nS.

3.4 GABAB receptors

In the three types of synaptic receptors discussed so far, the receptor and ion channel are
both part of the same protein complex. In contrast, other classes of synaptic response
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Figure 2:
Best �ts of detailed kinetic models to averaged postsynaptic currents obtained from whole-cell recordings.
A. AMPA/kainate-mediated currents (obtained from Xiang et al., 1992; recorded at 31 �C). B. NMDA-
mediated currents (obtained from Hessler and Malinow, 1993; recorded at 22-25 �C in Mg2+-free solution).
C. GABAA-mediated currents. D. GABAB-mediated currents (C-D recorded at 33-35 �C by Otis et al.,
1992; 1993). For all graphs, the averaged recording of the synaptic current (noisy trace) is represented with
the best �t obtained using the models (continuous trace). Models are described in the text; transmitter
release was modeled as in Fig. 1. D modi�ed from Destexhe and Sejnowski, 1995; �tting procedures
described in Appendix B).
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are mediated by an ion channel that is not directly coupled to a receptor, but rather is
activated (or deactivated) by an intracellular \second messenger" that is produced when
neurotransmitter binds to a separate receptor molecule. This is the case for GABAB

receptors, whose response is mediated by K+ channels that are activated by G-proteins
(Dutar and Nicoll, 1988).

Unlike GABAA receptors which respond to weak stimuli, responses from GABAB re-
sponses require high levels of presynaptic activity (Dutar and Nicoll, 1988; Davies et al.,
1990; Huguenard and Prince, 1994). This property might be due to extrasynaptic localiza-
tion of GABAB receptors (Mody et al., 1994), but a detailed model of synaptic transmission
on GABAergic receptors suggests that this e�ect could also be due to cooperativity in the
activation kinetics of GABAB responses (Destexhe and Sejnowski, 1995; see \Priming" in
Section 3). Typical properties of GABAB-mediated responses in hippocampal and thala-
mic slices can be reproduced assuming that several G-proteins bind to the associated K+

channels (Destexhe and Sejnowski, 1995), leading to the following scheme:

R0 + T -� R -� D (12)

R+G0
-� RG - R+G (13)

G - G0 (14)

C1 + n G -� O (15)

Here the transmitter, T , binds to the receptor, R0, leading to its activated form, R, and
desensitized form, D. The G-protein is transformed from an inactive (GDP-bound) form,
G0, to an activated form, G, catalyzed by R. Finally, G binds to open the K+ channel,
with n independent binding sites. If we assume quasi-stationarity in (13) and (15), and
consider G0 in excess, then the reduced kinetic equations for this system are:

d[R]

dt
= K1 [T ] (1� [R]� [D])�K2 [R] +K3 [D]

d[D]

dt
= K4 [R]�K3 [D] (16)

d[G]

dt
= K5 [R]�K6 [G]

IGABAB = �gGABAB
[G]n

[G]n +Kd

(V �EK)

where [R] and [D] are respectively the fraction of activated and desensitized receptor,
[G] (in �M) is the concentration of activated G-protein, �gGABAB = 1 nS is the maximal
conductance of K+ channels, EK = �95 mV is the potassium reversal potential, and Kd

is the dissociation constant of the binding of G on the K+ channels. This model accounted
accurately for both the time course and the properties of GABAB responses. Direct �tting
of the model to whole-cell recorded GABAB currents gave the following values (Fig 2D;
Destexhe and Sejnowski, 1995): Kd = 100 �M 4, K1 = 6:6� 105 M�1 s�1, K2 = 20 s�1,
K3 = 5:3 s�1, K4 = 17 s�1, K5 = 8:3� 10�5M s�1 and K6 = 7:9 s�1 with n = 4 binding
sites.
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As discussed above, GABAB-mediated responses typically require high stimulus intensi-
ties to be evoked. Miniature GABAergic synaptic currents indeed never contain a GABAB-
mediated component (Otis and Mody, 1992; Thompson and G�ahwiler, 1992; Thompson,
1994). As a consequence, GABAB-mediated unitary IPSPs are di�cult to obtain experi-
mentally and the estimation of the maximal conductance of GABAB receptors in a single
synapse is di�cult. A peak GABAB conductance of around 0.06 nS was reported using
release evoked by local application of sucrose (Otis et al., 1992).

3.5 Other neuromodulators

Neurotransmitters including glutamate (through metabotropic receptors), acetylcholine
(through muscarinic receptors), noradrenaline, serotonin, dopamine, histamine, opioids,
and others have been shown to mediate slow intracellular responses. These neurotransmit-
ters induce the intracellular activation of G proteins, which may a�ect ionic currents as
well as the metabolism of the cell. As with GABA acting on GABAB receptors, the main
electrophysiological target of many neuromodulators is to open or close K+ channels (see
Brown, 1990; Brown and Birnbaumer, 1990; McCormick, 1992). The model of GABAB re-
sponses could thus be used to model these currents, with rate constants adjusted to �t the
time courses reported for the particular responses. However, the data available presently
are not precise enough to allow the development of detailed models of these responses. If
they are similar in their kinetics to GABAB , then the same model may apply as in Eqs. 16.

4 Simpli�ed models of postsynaptic currents

It is possible to simplify the receptor kinetic models in the previous section to make them
computationally more e�cient while retaining the most important qualitative properties.
It is also possible to greatly simplify the release process that determines the transmitter
concentration T .

Voltage-clamp recordings in excised membrane patches showed that 1 ms pulses of
1 mM glutamate reproduced PSCs that were quite similar as those recorded in the intact
synapse (Hestrin, 1992; Colquhoun et al., 1992; Standley et al., 1993). Assume that
the transmitter, either glutamate or GABA, is released according to a pulse when an
action potential invades the presynaptic terminal. Then, a two-state (open/closed) kinetic
scheme, combined with such a pulse of transmitter, can be solved analytically (Destexhe et
al., 1994b). The same approach also yields simpli�ed algorithms for three-state and higher
schemes (Destexhe et al., 1994c). As a consequence, extremely fast algorithms can be used
to simulate most types of synaptic receptors (see also Appendix C).
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Figure 3:
Best �ts of simpli�ed kinetic models to averaged postsynaptic currents obtained from whole-cell recordings.
A. AMPA/kainate-mediated currents. B. NMDA-mediated currents. C. GABAA-mediated currents. D.
GABAB-mediated currents. For all graphs, averaged whole-cell recordings of synaptic currents (noisy
traces; identical description as in Fig. 2) are represented with the best �t obtained using the simplest
kinetic models (continuous traces). Transmitter time course was a pulse of 1 mM and 1 ms duration in all
cases (A: modi�ed from Destexhe et al., 1994c; C: modi�ed from Destexhe et al., 1994a; D: modi�ed from
Destexhe et al., 1996; �tting procedures described in Appendix B).
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4.1 AMPA/kainate receptors

The simplest model that approximates the kinetics of the fast AMPA/kainate type of
glutamate receptors can be represented by the two-state diagram:

C + T

�
-�
�

O (17)

where � and � are voltage-independent forward and backward rate constants. If r is de�ned
as the fraction of the receptors in the open state, it is then described by the following �rst-
order kinetic equation:

dr

dt
= � [T ] (1� r)� �r (18)

and the postsynaptic current IAMPA is given by:

IAMPA = �gAMPA r (V �EAMPA) (19)

where �gAMPA is the maximal conductance, EAMPA is the reversal potential and V is the
postsynaptic membrane potential.

The best �t of this kinetic scheme to whole-cell recorded AMPA/kainate currents
(Fig 3A) gave � = 1:1� 106 M�1s�1 and � = 190 s�1 with EAMPA = 0 mV .

4.2 NMDA receptors

The slower NMDA type of glutamate receptors can be represented with a two-state model
similar to AMPA/kainate receptors, with a voltage-dependent term representing magne-
sium block (see Section 3). Using scheme in Eqs. 17 and 18, the postsynaptic current is
given by:

INMDA = �gNMDA B(V ) r (V �ENMDA) (20)

where �gNMDA is the maximal conductance, ENMDA is the reversal potential and B(V )
represents the magnesium block (same equation as Eq. 9).

The best �t of this kinetic scheme to whole-cell recorded NMDA currents (Fig 3B) gave
� = 7:2� 104 M�1s�1 and � = 6.6 s�1 with ENMDA = 0 mV .

4.3 GABAA receptors

GABAA receptors can also be represented by the scheme in Eqs. 17 and 18, with the
postsynaptic current given by:

IGABAA = �gGABAA r (V � EGABAA) (21)

where �gGABAA is the maximal conductance and EGABAA is the reversal potential.
The best �t of this kinetic scheme to whole-cell recorded GABAA currents (Fig 3C)

gave � = 5� 106 M�1s�1 and � = 180 s�1 with EGABAA = {80 mV .
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4.4 GABAB receptors and neuromodulators

The stimulus dependency of GABAB responses, unfortunately, cannot be handled correctly
by a two-state model. The simplest model of GABAB-mediated currents has two variables
and was obtained from Eqs. 16:

dr

dt
= K1 [T ] (1� r)�K2 r

ds

dt
= K3 r �K4 s (22)

IGABAB = �gGABAB
sn

sn +Kd

(V �EK)

where all symbols have the same meaning as in Eqs. 16 with r = [R] and s = [G]. Fitting
of this model to whole-cell recorded GABAB currents (Fig 3D) gave the following values:
Kd = 100 �M4, K1 = 9 � 104 M�1 s�1, K2 = 1:2 s�1, K3 = 180 s�1 and K4 = 34 s�1

with n = 4 binding sites.
The main di�erence between this model and Eqs. 16 is the absence of a desensitized

state for the receptor. We found that the desensitized state was necessary to account
accurately for the time course of GABAB currents (Fig 2D), but had little inuence on the
dynamical properties of GABAB responses (see Destexhe et al., 1996).

5 Implementation

In this section, we consider the implementation of simpli�ed release processes together
with the kinetic models of postsynaptic receptors described in Section 4. Connecting
presynaptic and postsynaptic compartments can be accomplished either by using functions
which approximate the release process, such as Eq. (4), or by using pulses of transmitter.
In the �rst case, the network will be described by autonomous di�erential equations, which
has potentially many applications for mathematical analyses. However, the drawback of
this approach is that each synaptic contact gives rise to additional di�erential equations.

Using pulses of transmitter provides a good alternative if computational e�ciency is
an important concern. Typically, a pulse of transmitter is triggered at each time the
presynaptic voltage crosses a given threshold (0 mV in the present examples). Taking
advantage of the pulse, the equations can be solved analytically (Appendix C.1; Destexhe
et al., 1994b). Therefore, no additional di�erential equation must be solved for postsynaptic
currents. In Appendix C.2, we present an algorithm that allows simulations of models with
many synapses on the same compartment to be greatly expedited (Lytton, 1996).

5.1 Synaptic summation

The summation of postsynaptic potentials (PSPs) and postsynaptic currents (PSCs) is
an important aspect of synaptic signaling. Although alpha functions are often used to
represent PSCs in models, these template functions were originally introduced to �t a
single PSP (Rall, 1967) and consequently are inappropriate for modeling summated post-
synaptic events, where they prove computationally ine�cient because several waveforms
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Figure 4:
Summation of postsynaptic potentials in simpli�ed kinetic models of di�erent receptors. A single compart-
ment model (10 �m diameter, 10 �m length, 0.2 mS=cm2 leak conductance and -70 mV leak reversal)
was provided with postsynaptic receptors: A, AMPA/kainate receptors; B, NMDA receptors; C, GABAA

receptors and D, GABAB receptors. In all cases, the behavior with one presynaptic spike (left panels) is
compared with that of a burst of presynaptic spikes at high frequency (300-400 Hz; 4 spikes in A,B,C; 10
spikes in D). All synaptic conductances were of 0.1 nS; other parameters as in Section 4.
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substantially overlap. Kinetic models on the other hand provide a natural way to handle
summation because receptors properly integrate successive releases of neurotransmitter.

The summation behavior of simple kinetic models is shown in Fig. 4 for the simple
models of the four receptor types described in Section 4. The three transmitter-gated
receptor types (AMPA, NMDA and GABAA) showed PSP amplitudes proportional to the
number of presynaptic spikes. In this case, the membrane potential always stayed far from
the reversal potential, resulting in a relatively linear summation. However, for GABAB

receptors, the situation is radically di�erent: a single presynaptic spike cannot activate
enough G-protein to evoke detectable currents. On the other hand, GABAB-mediated
currents are reliably evoked when a burst of 10 presynaptic spikes occurs. This nonlinear
stimulus dependency is typical of GABAB receptors (see Destexhe and Sejnowski, 1995 for
more details).

5.2 Connecting networks

The main application of the simpli�ed kinetic models described in Section 4 is to build
network simulations. Simple kinetic models may not be able to adequately simulate the
�nest details of synaptic currents, but they can provide a good approximation to some of
their features such as rise, decay, voltage dependence, and summation properties, while
maintaining computational e�ciency.

We present here an example of a simulation of thalamic oscillations that used the
models described in Section 4 together with presynaptically-triggered pulses of transmitter
(Destexhe et al., 1996). The occurrence of spindle oscillations depends critically on both
intrinsic properties of cells and the types of synaptic receptors present in the circuitry (see
Steriade et al., 1993). The minimal model for these oscillations is shown in Fig. 5. Two
types of cells were present, thalamocortical (TC) relay cells and thalamic reticular (RE)
cells. Both thalamic neurons displayed bursts of action potentials due to the presence
of a low-threshold calcium current. Connecting these neurons with AMPA, GABAA and
GABAB receptors can give rise to oscillations in the network. These behaviors could be
simulated using simpli�ed kinetic models for synaptic currents, together with models of
the Hodgkin-Huxley type for voltage-dependent currents. The various properties of these
oscillations, including the frequency and phase relationships between cells, were within the
range of experimental measurements only when realistic values were used for the rise and
decay times of synaptic currents (Destexhe et al., 1996).

It must be noted that more complex synaptic interactions can be captured by simpli�ed
models involving more than two states. For example, fast synaptic depression of excita-
tory connections between pyramidal cells (Markram and Tsodyks, 1996) can be captured
phenomenologically using a three-state kinetic scheme that includes a desensitized state
(Destexhe et al., 1994c). Such a scheme is also analytically solvable, therefore could also
be used as the basis for network simulations that include fast synaptic depression.
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Figure 5:
Simple circuit of thalamic neurons interconnected through glutamatergic and GABAergic synapses. Both
types of neurons produced bursts of action potentials due to the presence of a low threshold Ca2+ current
and had also Na+/K+ currents responsible for action potential generation; a hyperpolarization-activated
current (Ih) was present in TC cells. RE cells inhibited each-other through GABAA receptors and provided
a mixture of GABAA- and GABAB-mediated IPSPs in TC cells. TC cells excited RE cells through AMPA
receptors. This example was taken from a modeling study of thalamic oscillations (Destexhe et al., 1996)
and was based on voltage-clamp and current-clamp data obtained in thalamic slices (Bal and McCormick,
1995a, 1995b). Oscillations occurred spontaneously in this system and were critically dependent on the
kinetics of both intrinsic and synaptic currents. Hodgkin-Huxley type of models were used for voltage-
dependent currents, and pulse-based kinetic models for synaptic receptors (see Section 4). All simulations
were simulated with NEURON; �gure modi�ed from Destexhe et al., 1996.
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Appendix

A Kinetic models of gating mechanisms

This appendix formally describes state diagrams for di�erent types of gating, presents the
corresponding kinetic equations, and explains how to relate them.

Generally, kinetic models are written as state diagrams

S1 -� S2 -� ::: -� Sn ; (23)

where S1 ... Sn represent the various states of the channel. The transition between any
pair of states can be written as

Si

rij
-�

rji

Sj ; (24)

where rij and rji are the rate constants that govern the transition between states Si and
Sj . The fraction of channels in state Si, si, obeys the relation

dsi
dt

=
nX

j=1

sj rji �
nX

j=1

si rij (25)

which is the conventional kinetic equation for the various states of the system.
In the case of voltage-dependent channels, the rate constants will depend on voltage:

Si

rij(V )
-�

rji(V )
Sj : (26)

The voltage dependence of the rate constants can always be expressed as

rij(V ) = exp[�Uij(V )=RT ] ; (27)

where Uij(V ) is the free energy barrier for the transition from state Si to Sj , R is the gas
constant and T is the absolute temperature. The exact form of Uij(V ) is in general very
di�cult to ascertain, and may involve both linear and nonlinear components arising from
interactions between the channel protein and the membrane electrical �eld (Stevens, 1978).
Assuming a linear dependence of Uij on voltage leads to monoexponential expressions for
the rate constants, which is usually largely su�cient for modeling the voltage dependence
of most types of ion channels.

In the case of ligand-gated channels, the transition between unbound and bound states
of the channel depends on the concentration of ligand:

L+ Si

rij
-�

rji

Sj : (28)
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Here, L is the ligand, Si is the unbound state, Sj is the bound state (sometimes written
SiL), rij and rji are rate constants as de�ned before. The same reaction can be rewritten
as:

Si

rij([L])
-�

rji

Sj ; (29)

where rij([L]) = [L] rij and [L] is the concentration of ligand. Written in this form,
(29) is equivalent to (26). Ligand-gating schemes are generally equivalent to voltage-
gating schemes, although the functional dependence of the rate constants on [L] is simple
compared to the voltage-dependence discussed above. For gating processes depending on
intracellular calcium, or second messengers such as G proteins, the functional form is
identical to (29).

All state diagrams described in Sections 3 and 4 are analogues to Eqs. 28-29 and the
kinetic equations of the models are obtained using Eq. 25. Either of these forms can be
used to simulate the behavior of these receptors using NEURON (Hines, 1993), which can
handle state diagrams as well as di�erential equations.

It should be noted that the kinetic formalism is limited to the description of macroscopic
phenomena, involving a large population of receptors and channels. In the case of smaller
systems, in which a limited number of receptors or molecules are involved, a di�erent
formalism may be needed. For example, molecular interactions at a single release site
may require to simulate the trajectories and binding of individual molecules in a three-
dimensional model (Stiles et al., 1996). A general Monte Carlo simulation environment,
called MCELL (Bartol et al, 1996), has been developed for exploring such models. MCELL
focuses on the biochemistry of ligand/e�ector interactions on the time scale of microseconds
to hundreds of milliseconds and the spatial scale of nanometers to tens of micrometers. It
is complementary to other neurosimulation tools such as NEURON.

B Fitting kinetic models to experimental data

This appendix briey describes the methods used to �t the kinetic models to experimental
data, as in Figs. 2-3.

For simpli�ed kinetic models with two or three states, the time course of the current
can be obtained analytically assuming that the transmitter time course follows a pulse
(Destexhe et al., 1994b, 1994c; see Appendix C.1). It is then straightforward to �t this
expression to experimental data using a simplex least squares �tting algorithm (see Press
et al., 1986). The �tting then leads to very stable and unique values of the parameters
from di�erent initial conditions.

In the case of more complex models, the current was obtained by simulating the model
and �t to experimental waveforms using the simplex algorithm. At each iteration of the
simplex procedure, the model was run and the least square error calculated between model
and experimental traces. The optimization procedures controlled and adjusted the model
parameters at each iteration, until minimal error was reached. This procedure can be run
using built-in features of the NEURON simulator (Hines, 1993).
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Several sets of initial parameter values must be used in order to check for uniqueness of
the optimal values obtained after the �tting procedure. In some cases, the complexity of
the models and the large number of parameters can make it impossible to obtain a unique
set of values. This indicates that there are not enough constraints in the experimental data
to estimate the value of all parameters. In such cases, uniqueness can be achieved when
not all parameters are allowed to vary, for example when known parameters, such as the
forward binding constant, are �xed. In these conditions, the optimal values for parameters
must always be robust to changes in initial values, within a minimal error.

C Optimized algorithms

In this appendix, we give practical algorithms for calculating synaptic currents with high
computational e�ciency. These algorithms are applicable to two-state models of postsy-
naptic currents, such as that mediated by AMPA/kainate, NMDA and GABAA receptors
(cfr. Section 4).

C.1 Single synapse

The use of a pulse of transmitter allows Eq. 18 to be analytically solved during each phase
of the pulse during which [T ] is constant (Destexhe et al., 1994b). In Eq. 18, de�ne the
following two variables:

r1 =
� Tmax

� Tmax + �
and �r =

1

� Tmax + �

where Tmax is the maximal concentration of the transmitter during the pulse (Tmax =
1 mM here).

The analytical expression for the fraction of open receptors r for each phase of the pulse
can be calculated as follows:

1. When the pulse is on (t0 < t < t1), [T ] = Tmax and r is given by:

r(t� t0) = r1 + (r(t0)� r1) exp[�(t� t0)=�r] (30)

2. When the pulse is o� (t > t1), [T ] = 0, and r is given by:

r(t� t1) = r(t1) exp[�� (t� t1)] (31)

In a backward-Euler type of integration scheme, the update rule for each time step �t
is:

r = r1 + (r � r1) exp[��t=�r] if [T ] > 0
r = r exp[�� �t] if [T ] = 0

(32)

The computational advantage of two-state kinetic models of synaptic currents is there-
fore that (a) no di�erential equation needs to be solved; (b) at each time step �t, only
one exponential term is evaluated, independently of the number of spikes received by the
synapse. This exponential term can be precalculated, leading to further increase in com-
putational e�ciency.



Methods in Neuronal Modeling, Chapter 1 23

C.2 Multiple synapses

Suppose that the same postsynaptic compartment receives N identical synaptic contacts
from N di�erent sources. The synaptic current at each individual contact is:

Ii = �gsyn ri (V �Esyn) (33)

where ri is the fraction of open receptors at synapse i.
Following Eq. 32, the update rule for computing N synaptic currents at each time step

�t can be written as:

ri = r1 + (ri � r1) exp[��t=�r] if [T ]i > 0
ri = ri exp[�� �t] if [T ]i = 0

(34)

This update rule can be much optimized if all state variables ri are merged together
into two groups for active ([T ]i > 0) and inactive ([T ]i = 0) synapses, such that:

Ron =
P

i ri (such that all [T ]i > 0)
Roff =

P
i ri (such that all [T ]i = 0)

(35)

and updated as:

Ron = Non r1 + (Ron �Non r1) exp[��t=�r]
Roff = Roff exp[�� �t]

(36)

where Non is the number of active synapses.
At each time a pulse of transmitter begins or ends, the variables Ron and Roff must

be changed accordingly. This is easily done since the value of any ri at any time can be
calculated from its value at the time it last changed. If a spike occurs at a synapse i, the
following computations are performed:

ri(t) = ri(t0) exp[�� (t � t0)]
Ron = Ron + ri(t)
Roff = Roff � ri(t)

(37)

where t0 is the time of the preceding event that occurred at synapse i.
When the pulse of transmitter ends, the following computations are performed:

ri(t) = r1 + (ri(t0)� r1) exp[�(t� t0)=�r]
Ron = Ron � ri(t)
Roff = Roff + ri(t)

(38)

Here t0 is the time at which the pulse of transmitter started.
This multisynapse algorithm was introduced by Lytton (1996) and allows considerable

reduction of execution time for large numbers of synapses. Benchmarks (Lytton, 1996)
show that this algorithm is much faster than all other existing methods. Calculation of
alpha functions, even when optimized (Srinivasan and Chiel, 1993), would require at least
one exponential to be calculated for each �t for each synapse. For the present algorithm,
at each time step �t, many fewer exponentials are calculated compared to the number of
synapses.

Note that this algorithm can also be formulated for the case of multiple synapses with
di�erent conductances by introducing a multiplicative factor to each ri in Eq. 35 according
to its conductance value (see details in Lytton, 1996).
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D Tutorials for implementing network simulations

We have developed tutorial simulations to illustrate the use of kinetic models for building
network simulations. These tutorials can be obtained from the Internet at

http://www.cnl.salk.edu/�alain/

and are running on the publicly available NEURON simulator (Hines, 1993; see also Chap-
ter 3, this volume).

Tutorial �les are available for all models of synaptic currents described in this Chapter,
including the presynaptic release model, as well as detailed and simpli�ed kinetic models
for AMPA, NMDA, GABAA and GABAB receptors. Other tutorials illustrate how to im-
plement these models to simulate network of neurons. The simulations provided reproduce
some of the �gures of published papers (Destexhe et al, 1994a, 1996), in which a description
of the biological background and the details of the ionic currents is given. A copy of these
papers is also available on the Internet at the above address.
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