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Ovning 4
Convergence of One-step Methods

We want to solve the ODE

Y _ iy w0 =w (1)

with a one-step method in a fixed interval 0 <t < T'. The general form of a one-step method is

Up+1 = Up + h¢(h7 tny Un, un-i-l)a Uuo = Yo, (2)

where ¢ obviously depends on f. (Ex. for forward Euler, ¢ = f.) If ¢ = ¢(h,t,,uy,) the method
is explicit, otherwise implicit. The approximate solution u,, actually also depends on h and when
we need to be more precise we write u,, . For simplicity we only consider the case of a constant
timestep, t, = nh.

Consistency

Let y(t) be the exact solution to the ODE. Then the local truncation error, T, j, is defined as the
residual when y(¢,,) is entered into (2) instead of w,,, scaled by h,

y(tn-i-l) = y(tn) + h¢(h7 ln, y(tn) y( n+1)) + h7, h-

The quantity h7, j corresponds to the error made in one single step with the scheme, when
starting from y(¢,,). If
max |7 | = O(hF),  p=>1,
n

the method is said to be consistent with an order of accuracy p. Typically, hence,
max |7, p| < ChP,
n

where C' depends on the size of the derivatives of the solution in the interval.

Example. For Forward Euler we have
/ h2 /" h2 /"
Y(tu1) = y(ta) +hy(tn) + 5y7() = y(ta) + Af(y(ta)) + 547 (€), €€ [tnstnn].

Hence, 7, 5, = hy”(§)/2 and if M = maxo<;<7 |y"(t)| we can bound

< Mh
o a7l

where T' = hN}, defines N,.
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We also define the global truncation error as

enh = Y(tn) — Un, (3)

hence the total error at ¢ = ¢, when the timestep is h. We would expect that e, ; should be
roughly the sum of the errors made in each step, h7,, and since we take O(h~!) steps in the
scheme, it should be of the order O(hP). This is indeed true as long as h is small enough and
the scheme remains stable, which will be the case for one-step methods. In that case consistency
with an order of accuracy p is equivalent to |e, | being O(hP), with p > 1.

Convergence

We say that the method in (2) is convergent if, for every ODE (1), with a Lipschitz function f,
and for all 7" > 0,

li =0 T = hNy.
lim Ogmngh!\en,h!\ ; h

We have the following convergence theorem.

Theorem 1 Suppose ¢ is Lipschitz continuous in its last two arguments, uniformly in h and t,
i.e. there are constants L and § < 1 such that for all 0 <t <T, and 0 < h < 1—25,

o (Rt tn,s tnt1) = (R, t, vn, vt )| < L[Ilun — vl + |[uns1 — vpga]| - (4)
Then,
— < —
oloax |lunp —y(tn)l| < € max |mpnl, 1= hN, (5)

where C' is a constant that depends on T, L and § but not on h or y(t). Therefore, if the method
1s consistent with an order of accuracy p it is convergent and

_ = b =
oax |lunn —y(tn)l| = OF), T =hNp. (6)

Proof: Let us drop the h subscript in the local and global truncation errors, writing 7, and
en = y(tn) — up. Then

€n+1 = Yn+l — Up4+1 = y(tn) + h¢(ha ty, y(tn)a y(tn+1)) + th — Un — h¢(h, by, Unp, un+1)7
= et h [t y(tn), Yltns1)) = B (s s, tung)] + B

By the Lipschitz condition (4),

IA

lesall < lleall + AL [lyttn) = wnll + lly(tns) = unsall] + b max |7
0<n< Ny,
= (1+AL)lleal | + ALl [ensa] | + Ao

where we have defined

ITloo = max |7,
0<n<N,
Since h < IT_J < 4, we can subtract hL||e,41|| from both sides and divide by 1 — AL,
1+hL
< —_ = .
We claim that (7) implies
1
Wl < —(8" — 1) |7 oo 8
leall < 5 (8" ~ D] ®

2(3)
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This holds trivially for n = 0 since ||eg|| = ||yo —uo|| = 0. Suppose that (8) holds forn =0,...,p.
Then, by (7) and (8),

h B
< < _ < < Z (pP "
lepsll < fuse (1)} < Bleyll + T Irloe < {use (8)) < S2(8 — Dirloo + 7l
_prt 1 2hL _prt 1 2hL 1+hL
= op et o\ ~0) e =S Ile t op \ T ~ 120z) [Tl
1
=27 (BT = 1) |70

Hence, (8) then holds also for n = p 4+ 1 and the claim follows by induction.

We note that (8) is of the same form as the inequality that we want to prove (5), provided
that 8" is bounded by a constant when n < Ny, i.e. hn < T. Therefore, we try to estimate how
fast S” grows with n. We get

1+ hL ohL ohL
= =1 < 1 < e” <
R R ey +$—e}_eXp<1—hL>’

and, consequently,

g < 2him \ 2Lt, < {h<1—5} < 2Lt, < 2LT
SOPA\T L) TP \TShn)) Vs T =P Ty ) =P T )

Inserting this estimate of 5" in (8) gives the result (5) with

1 2LT

If the method is consistent with an order of accuracy p, then |7| = O(hP) and (6) follows from
(5) since C' is independent of h. [J

Remark. The Lipschitz condition (4) follows almost always directly from the fact that f itself
is Lipschitz. For instance, for the trapezoidal rule, ¢(h, t, up, unt1) = [f(un) + f(un+1)]/2 and

1600t ns1) = B0 b, v )l S 11 ) = ]|+ 517 nsr) = F(onsn)]
Ly
2
where L is the Lipschitz constant for f. In practice therefore “almost all” reasonable consistent

one-step methods are convergent, in particular, forward/backward Euler, the trapezoidal rule
and Runge-Kutta methods.

< S |lhen = vl + llansr = onall]
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