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Abstract

OVERSUBSCRIPTION PLANNING: all goals
are not simultaneously achievable and the planner
needs to find a feasible subset.

We present complexity results for partial
satisfaction and net benefit problems under
various restrictions.

Our resultsreveal strong connections between
these problems and with classical planning.
We also present a method for efficiently compiling
oversubscription problems into the ordinary

plan existence problem.

Problem Definition

INSTANCE: IT = (V,A,I,G,c,U, K)
= O: a set of SAS™ instances

- A SAS™ instance: (V,A,I,G) € ©

« The cost function ¢ : A — Nj

U eNj, KeN

(QUESTIONS:

PE(O): (Plan Existence) Does IT have a solution,
i.e. a plan from I to G?

BcPE(O): (Bounded Cost Plan Existence) Does II
, ay,) such that

have a solution (aq, . ..
i clai) < K7
Psp(©): (Partial Satisfaction Problem) Is there a
state G’ C G such that |G'| > K and
(V, A, I,G’) has a solution?
NBP(O): (Net Benefit Problem) Is there a plan
p = (ai,...,a;) starting from I and leading to
a state S such that mg (S) — St c(a;) > K7
RESTRICTIONS:
P: (Post-unique) for every v € V' and every
d € D, there is at most one a € A such that
post(a)lv| = d.
U: (Unary) for every a € A, (post(a)) = 1.
B: (Binary) |D| = 2.
S: (Single-valued) for every v € V' and every
a,b € A, if pre(a)|v| # u, pre(b)|v| # u and
post(a)|v] = post(b)|v] = u, then
pre(a)[v] = pre(b)[v].
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Summary of Results for PSP and NBP under Bylander Restrictions

post post + post + post
1 > ) * 1 > 2 * 1 > ) * 1 > 2 *
0 P NP-c. 1 | NP-c. 7 0 P NP-c. 1 NP-c. § 0 P |NP-c. 1 NP-c. 7 0 P NP-c. 1 NP-c. 7
o 1 NP-h. NP-h. | PspACE-c. = 1 NP-c. f NP-h. PsPACE-c. o 1 NP-c. NP-c. NP-c. = 1 NP-c.{ NP-c. NP-c.
= >2 NP-h. |PSPACE-c. PSPACE-c. + > 2 NP-c. 1 PSPACE-c. PSPACE-c. &> 2 NP-c.| NP-c. | NP-c. + > 2 NP-c NP-c. | NP-c.
x PSPACE-c. PSPACE-c. PSPACE-c. x NP-c. 1 PSPACE-c. PSPACE-c. x NP-c. NP-c. NP-c. x  NP-c NP-c. | NP-c.
7. Complexity of PE differs from Psp, NBP x: 10 restriction
Notation Compiling NBP into PE Results for P,U,B.,S Restrictions
Example: » Introducing a new counter: Unrestriotod
PSP—:38+ = A sequence of binary variables X = (x_1,..., %) and PSPACE.-C

is the class of Partial Satistaction Problems with
Binary domain having no(0) preconditions and at
most two(2) positive(+) postconditions.

PSP - Hardness Results

For © closed under goal substitution:

 IMPORTANT LEMMA:
PE(O) € NP = Psp(©) € NP
« Why? Read the paper!

- Psp-BY, and Psp-B{T are NP-hard
= Reduction from VERTEX COVER.

« Psp-PUBS, is NP-hard

= Reduction from INDEPENDENT SET.

NBP - Membership Results

For © closed under goal substitution:

« IMPORTANT LEMMA:
BcrPe(©) € NP = NBP(O) € NP
« Why? Read the paper!

- NBP! is in P
- NBPY is in NP
« NBP-B, 1sin NP
« Optimal solution is shorter than |[V].

- NBP-US and NBP-B7 are in NP
« Optimal solution is shorter than 2| A|.

the triggers C' = {c'}, D = {d'}. Define (X = m) =
{x; | m; =1} U{x; | m; =0} in which m =
(mk_l .o mlmo)g.

« Add + 2" achievable by exactly one of the following:

no. = ~
Ay © Tp+ly, Tp —7 Tp+l; Tp

n . = ~
Ap_p + Th—1y Th—2y -+ y Ty =7 Tf—1, Tk—2, - - - Ty

« For 0 <1 < kand 1 <[ <k — 1, the counter actions

inc, - ', pre(a)) — ¢!, post(a})
dec; : d', post(a;) — d', pre(a;)
Finally, for arbitrary 0 < s < 2%, ' = s and D = s are
used for +s and —s operations, respectively:.

» Construction:

« Build a SAS™ instance [1' = (V' A", I, G') from the NBP

instance I1 = (V, A, I, G, ¢,U, K). Let M = SV U[4]
and m = [log M| 4 1, define:

- I'lV]=1[V], I'X] = M and I'(v) = 0 otherwise.
- G'|X] =M + K and G'(v) = u otherwise.

Extend A’ with:

« for every a; € A:

a. : pre(a;), B,E — (B =1),(D = c(a;))
a! : (B =1),D — B,post(q;).

(4

« for every v; € V such that Glv;| # u:

g:: B,end,,C, (v; = Glv;]) — end,,, (C = Ulv])

- freesubtract;: post(aj) — pre(a}), 1 <1 <m

« A polynomial-time reduction from NBP
to PE with a very slow growth in size.

 From now on, we can use PE planners to
solve NBP.
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