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Baselines
- What systems do you use as baseline for a new task?

- Some Representations 
◦ SIFT

◦ HOG 

◦ GIST

◦ LBP

◦ BOW

◦ Shape context

◦ Contours



Baselines
- A Classifier
◦ SVM

◦ Random Forest

◦ Boosting

◦ Logistic Regression

◦ MKL



Baselines
- Some Encoding of Geometry 
◦ Spatial Pyramid Matching (SPM)

◦ Image Gridding

◦ DPM 

◦ Joint features

◦ Geometry encoded features (Pose estimation random forests)



Baselines
- And some are more sophisticated
◦ Feature combination

◦ Fusion of different classifiers

◦ Segmentation

◦ Hiearchical Representation

◦ Mixture Modelling

◦ Latent Structures

◦ Strong Supervision



What if…
-There is one representation which used in a simple learning 
machinery (e.g. linear SVM)
- beats all simpler baselines

- better or on a par with more sophisticated baselines

- for many (if not all) recognition tasks

- No magic…



Deep Representation (OverFeat)
- Apparently there is one around!

- OverFeat: A CNN trained on ILSVRC 2013 for the task of Object Image 
Classification

- third to the last layer (4096 dimensional)

- very fast to compute on GPU in O(mili-sec)

The time of low scoring baselines is gone!



Image Classification  (Pascal VOC Object)



Image Classification  (MIT 67 Indoor 
Scenes)

OK, maybe obvious…



Fine-grained Recognition (CUB Bird 200)



Fine-grained Recognition (Oxford 102 
flowers)

Can we push it further?!



Attribute Detection (Pascal Object 
Attributes)



Attribute Detection (H3D human 
attributes)

Wow! what else?!



Visual Similarity (Face Verification)

Let’s see if we can break it down



Image Instance Retrieval (Buildings)

Nope!



Image Instance Retrieval (Sculptures)



Image Instance Retrieval (General 
Objects)



Different Levels



Even Lower Dimensions…



Rotation invariant?



Well…
Let’s give some credit to computer vision….


