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Abstract. We initiate a proof complexity theoretic study of subsystems
of cutting planes (CP) modelling proof search in conflict-driven pseudo-
Boolean (PB) solvers. These algorithms combine restrictions such as that
addition of constraints should always cancel a variable and/or that so-
called saturation is used instead of division. It is known that on CNF
inputs cutting planes with cancelling addition and saturation is essen-
tially just resolution. We show that even if general addition is allowed,
this proof system is still polynomially simulated by resolution with
respect to proof size as long as coefficients are polynomially bounded.

As a further way of delineating the proof power of subsystems of CP,
we propose to study a number of easy (but tricky) instances of problems
in NP. Most of the formulas we consider have short and simple tree-like
proofs in general CP, but the restricted subsystems seem to reveal a much
more varied landscape. Although we are not able to formally establish
separations between different subsystems of CP—which would require
major technical breakthroughs in proof complexity—these formulas
appear to be good candidates for obtaining such separations. We believe
that a closer study of these benchmarks is a promising approach for
shedding more light on the reasoning power of pseudo-Boolean solvers.

1 Introduction

The efficiency of modern Boolean satisfiability (SAT) solvers is one of the most
fascinating success stories in computer science. The SAT problem lies at the
foundation of the theory of NP-completeness [13], and as such is believed to be
completely beyond reach from a computational complexity point of view. Yet
solvers based on conflict-driven clause learning (CDCL) [4,38,40] are nowadays
used routinely to solve instances with millions of variables.

From a theoretical point of view, it is an intriguing question how to explain
the performance of state-of-the-art SAT solvers, and unfortunately our under-
standing of this remains quite limited. Perhaps the only tool currently available
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for giving rigorous answers to such questions is provided by proof complexity [14],
where one essentially ignores the question of algorithmic proof search and instead
studies the power and limitations of the underlying method of reasoning.

Conflict-Driven Clause Learning and Resolution. It is well-known (see,
e.g., [5]) that CDCL solvers search for proofs in the proof system resolution [7].
Ever since resolution-based SAT solvers were introduced in [16,17,46], subsys-
tems of resolution corresponding to these algorithms, such as tree-like and regular
resolution, have been studied. Exponential lower bounds for general resolution
proofs were established in [11,29,51], and later it was proven that general reso-
lution is exponentially stronger than regular resolution, which in turn is expo-
nentially stronger than tree-like resolution (see [1,6,52] and references therein).
More recently, CDCL viewed as a proof system was shown to simulate general
resolution efficiently [3,43] (i.e., with at most a polynomial blow-up), though an
algorithmic version of this result seems unlikely in view of [2].

A problem that is arguably even more intriguing than the analysis of CDCL
solver performance is why attempts to build SAT solvers on stronger methods
of reasoning than resolution have had such limited success so far. Resolution lies
very close to the bottom in the hierarchy of proof systems studied in proof com-
plexity, and even quite a limited extension of this proof system with algebraic or
geometric reasoning holds out the prospect of exponential gains in performance.

Pseudo-Boolean Solving and Cutting Planes. In this paper we consider one
such natural extension to pseudo-Boolean (PB) solving using linear inequalities
over Boolean variables with integer coefficients, which is formalized in the proof
system cutting planes (CP) [10,15,28]. By way of a brief overview, Hooker [31,32]
considered generalizations of resolution to linear constraints and investigated the
completeness of such methods. More general algorithms were implemented by
Chai and Kuehlman [9], Sheini and Sakallah [49], and Dixon et al. [18–20]. The
focus in all of these papers is mostly on algorithmic questions, however, and not
on properties of the corresponding proof systems.

Papers on the proof complexity side have studied tree-like cutting planes [34]
and CP with bounded constant terms in the inequalities [27], and resolution has
been shown to simulate cutting planes when this upper bound is constant [30].
Exponential lower bounds for cutting planes with coefficients of polynomial mag-
nitude were obtained in [8], and for general cutting planes with coefficients
of arbitrary size strong lower bounds were proven in [45] and (very recently)
in [26,33]. These papers consider more general derivation rules than are used
algorithmically, however, and in contrast to the situation for resolution we are
not aware of any work analysing the proof complexity of subsystems of CP cor-
responding to the reasoning actually being used in pseudo-Boolean solvers.

Our Contributions. We initiate a study of proof systems intended to capture
the reasoning in pseudo-Boolean solvers searching for cutting planes proofs. In
this work we focus on cdcl-cuttingplanes [21] and Sat4j [36,48], which are the
two CP-based solvers that performed best in the relevant satisfiability problems
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category DEC-SMALLINT-LIN in the Pseudo-Boolean Competition 2016 [44].1

Our subsystems of CP combine algorithmically natural restrictions such as that
addition should always cancel a variable and/or that saturation is used instead
of the more expensive to implement division rule. We stress that these derivation
rules are nothing new—indeed, the point is that they are already used in practice,
and they are formally defined in, e.g., the excellent survey on pseudo-Boolean
solving [47]. Our contribution is to initiate a systematic study of concrete com-
binations of these rules, using tools from proof complexity to establish concrete
limitations on what solvers using these rules can achieve.

PB solvers typically perform poorly on inputs in conjunctive normal form
(CNF), and it has been known at least since [31,32] that in this case CP with
cancelling addition and saturation degenerates into resolution. We observe that
strengthening just one of these rules is not enough to solve this problem: CP with
cancelling addition and division is easily seen still to be resolution, and resolution
can also polynomially simulate the saturation rule plus unrestricted additions as
long as the coefficients are of polynomial magnitude. The issue here is that while
all versions of CP we consider are refutationally complete, meaning that they
can prove unsatisfiability of an inconsistent set of constraints, the subsystems of
CP are not implicationally complete, i.e., even though some linear constraint is
implied by a set of other constraints there might be no way of deriving it. This
makes reasoning in these subsystems very sensitive to exactly how the input is
encoded. Thus, a strong conceptual message of our paper is that in order to
function robustly over a wide range of input formats (including, in particular,
CNF), PB solvers will need to explore a stronger set of reasoning rules.

In a further attempt to understand the relative strength of these subsystems
of cutting planes, we present some (to the best of our knowledge) new combina-
torial formulas encoding NP-complete problems, but with the concrete instances
chosen to be “obviously” unsatisfiable. We then investigate these formulas, as
well as the even colouring formulas in [37], from the point of view of proof com-
plexity. Most of these formulas have very short and simple proofs in general cut-
ting planes, and these proofs are even tree-like. With some care the applications
of addition in these proofs can also be made cancelling, but having access to the
division rule rather than the saturation rule appears critical. Although we are not
able to establish any formal separations between the subsystems of cutting planes
that we study (other than for the special case of CNF inputs as noted above), we
propose a couple of formulas which we believe are promising candidates for sep-
arations. Obtaining such results would require fundamentally new techniques,
however, since the tools currently available for analysing CP cannot distinguish
between subsystems defined in terms of different sets of syntactic rules.2

1 There is now an updated version of cdcl-cuttingplanes called RoundingSat [24], but
any theoretical claims we make in this paper hold for this new version also.

2 Essentially all lower bound proofs for CP work for any semantically sound proof
system operating on pseudo-Boolean constraints, completely ignoring the syntactic
rules, and the one exception [25] that we are aware of uses a very specific trick to
separate fully semantic (and non-algorithmic) CP from the syntactic version.
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We also consider these formulas for other ranges of parameter values and
show that for such values the formulas are very easy even for the weakest sub-
systems of CP that we consider. This would seem to imply that solving such
instances should be well within reach for cdcl-cuttingplanes and Sat4j. However,
as reported in [22] many of these instances are instead very challenging in prac-
tice. This suggests that in order to make significant advances in pseudo-Boolean
solving one crucial aspect is to make full use of the division rule in cutting planes,
and we believe that further study of these benchmarks is a promising approach
for gaining a deeper understanding of the theoretical reasoning power of pseudo-
Boolean solvers implementing conflict-driven proof search.

Organization of This Paper. We discuss conflict-driven proof search in reso-
lution and cutting planes and give formal definitions of proof systems in Sect. 2.
In Sect. 3 we prove simulation results for different subsystems of CP, and in
Sect. 4 we present our new combinatorial formulas providing candidates for sep-
arations. We make some brief concluding remarks in Sect. 5. We refer the reader
to the upcoming full-length version of the paper for all missing proofs.

2 Proof Systems for Pseudo-Boolean SAT Solving

Let us start by giving a more formal exposition of the proof systems studied
in this paper. Our goal in this section is to explain to complexity theorists
without much prior exposure to applied SAT solving how these proof systems
arise naturally in the context of pseudo-Boolean (PB) solving, and to this end we
start by reviewing resolution and conflict-driven clause learning (CDCL) solvers.
By necessity, our treatment is very condensed, but an excellent reference for more
in-depth reading on PB solving is [47], and more details on proof complexity
material relevant to this paper can be found, e.g., in [41,42].

We use the standard notation N = {0, 1, 2, 3, . . .} and N
+ = N\{0} for natural

numbers and positive natural numbers, respectively, and write [n] = {1, 2, . . . , n}
and [n,m] = {n, n + 1, . . . ,m} for m,n ∈ N

+, m > n.

Resolution and Conflict-Driven Clause Learning. Throughout this paper
we identify 1 with true and 0 with false. A literal over a Boolean variable x
is either a positive literal x or a negative or negated literal x. It will also be
convenient to write xσ, σ ∈ {0, 1}, to denote x1 = x and x0 = x. A clause
C = �1 ∨ · · · ∨ �k is a disjunction of literals over pairwise disjoint variables. A
CNF formula F = C1 ∧ · · · ∧ Cm is a conjunction of clauses. We write Vars(F )
to denote the set of variables appearing in a formula F . We think of clauses and
formulas as sets, so that order is irrelevant and there are no repetitions.

We can represent a partial truth value assignment ρ as the set of literals set to
true by ρ. We write ρ

(
xσ

)
= 1 if xσ ∈ ρ, ρ

(
xσ

)
= 0 if x1−σ ∈ ρ, and ρ

(
xσ

)
= ∗

otherwise (i.e., when ρ does not assign any truth value to x). A clause C is
satisfied by ρ if it contains some literal set to true by ρ; falsified if ρ sets all
literals in C to false; and undetermined otherwise. The restricted clause C�ρ is
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the trivial clause 1 if ρ satisfies C and otherwise C with all literals falsified by ρ
removed, i.e., C�ρ = C \{xσ | x1−σ ∈ ρ}. A unit clause is a clause with only one
literal. We say that C is unit under ρ if C�ρ = {xσ} is a unit clause, and if so C
is also said to propagate xσ under ρ.

A resolution refutation π of F is a sequence of clauses π = (D1,D2, . . . , DL)
such that DL = ⊥ is the empty clause without literals and each Di is either
an axiom clause Di ∈ F or a resolvent on the form Di = B ∨ C derived from
Dj = B ∨ x and Dk = C ∨ x for j, k < i by the resolution rule

B ∨ x C ∨ x
B ∨ C

. (1)

It is sometimes convenient to add also a weakening rule

B
B ∨ C

, (2)

which allows to derive any strictly weaker clause from an already derived clause,
but it is not hard to show that any use of weakening in a resolution refutation
can be eliminated without loss of generality. It is a standard fact that resolution
is implicationally complete, meaning that a clause C can be derived from a for-
mula F if and only if F semantically implies C.3 In particular, F is unsatisfiable
if and only if there exists a resolution refutation of F .

The length L(π) of a refutation π is the number of clauses in it. Viewing the list
of clauses π as annotated with explanations how they were obtained, we define an
associated directed acyclic graph (DAG) Gπ with vertices {v1, v2, . . . , vL} labelled
by the clauses {D1,D2, . . . , DL} and with edges from resolved clauses to resol-
vents. We say that π is tree-like if Gπ is a tree, or, equivalently, if every clause Di

is used at most once as a premise in the resolution rule (repetitions of clauses in π
are allowed; i.e., different vertices can be labelled by the same clause). The (clause)
space at step i in π is the number of clauses Dj , j < i used to obtain resolvents Dj′ ,
j′ ≥ i, plus 1 for the clause Di itself, and the space Sp(π) of the refutation is the
maximal space at any step in π.

Turning next to CDCL solvers, we give a simplified description below that is
sufficient for our needs—a more complete (theoretical) treatment can be found
in [23]. In one sentence, a CDCL solver running on a CNF formula F repeatedly
decides on variable assignments and propagates values that follow from such
assignments until a clause is falsified, at which point a learned clause is added to
the clause database D (where we always have F ⊆ D) and the search backtracks.
In a bit more detail, the solver maintains a current partial assignment ρ, where
every assignment also has a decision level (the initial state is at decision level 0
with ρ = ∅ and D = F ). If there is a clause C ∈ D that is unit under ρ, the
solver adds the propagated literal xσ = C�ρ to ρ with reason clause C and
repeats the check for unit clauses until either (i) some clause D ∈ D is falsified

3 In case the definition of resolution without weakening is used, the notion of implica-
tional completeness is adapted in the natural way to mean that resolution can derive
either C or some clause C′ that subsumes C, i.e., such that C′

� C.
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by the current assignment (referred to as a conflict clause), or else (ii) there
are no propagating clauses. In the latter case the solver makes a decision y = ν
and adds yν to ρ with decision level increased by 1 (unless there are no more
variables left, in which case ρ is a satisfying assignment for F ). In the former
case, the solver instead performs a conflict analysis as described next.

Suppose for concreteness that the last propagated literal in ρ before reaching
the conflict clause D was xσ with reason clause C = C∗ ∨ xσ. Since this propa-
gation caused a conflict the variable x must appear with the opposite sign in D,
which can hence be written on the form D = D∗∨x1−σ. The solver can therefore
resolve C∗ ∨ xσ and D∗ ∨ x1−σ to get D′ = C∗ ∨ D∗, after which xσ is removed
from ρ. We refer to D′ as the new conflict-side clause. During conflict analysis
the conflict-side clause D′ is resolved in reverse chronological order with the rea-
son clauses propagating literals in D′ to false, and these literals are removed one
by one from ρ. An important invariant during this process is that the current
conflict-side clause is always falsified by the partial assignment ρ after removing
the literal just resolved over. Therefore, every derived clause on the conflict side
provides an “explanation” why the corresponding partial assignment fails.

The conflict analysis loop ends when the conflict-side clause contains only
one literal from the current decision level at which point the solver learns this
clause and adds it to the database D. By the invariant, this learned clause is
still falsified by ρ, and so the solver removes further literals from ρ in reverse
chronological order until the decision level decreases to that of the second largest
decision level of any literal in the learned clause. At this point the solver returns
from conflict analysis and resumes the main loop described above. By design it
now holds that the newly learned clause immediately causes unit propagation,
flipping some previously assigned literal to the opposite value. Learned clauses
having this property are called asserting , and a common feature of essentially all
clause learning schemes used in practice is that they learn such asserting clauses.

The CDCL solver terminates either when it finds a satisfying assignment or
when it detects unsatisfiability by learning the empty clause ⊥ (or, more pre-
cisely, when it reaches a conflict at decision level 0, in which case the conflict
analysis is guaranteed to derive the empty clause). There are, of course, lots of
details that we are omitting above. The important conclusions, as we prepare
to generalize the description of CDCL to a pseudo-Boolean context, is that the
CDCL solver decides on variables and propagates values based on the clauses
currently in the database, and that when a conflict is reached a new clause is
added to the database obtained by a resolution derivation from the conflict and
reason clauses. This means that from any run of CDCL on an unsatisfiable for-
mula F we can extract a resolution refutation of F .

Cutting Planes and Pseudo-Boolean Solving. Recall that throughout this
paper we are considering pseudo-Boolean constraints encoded as linear inequal-
ities over Boolean variables with integral coefficients (and all linear inequalities
discussed are assumed to be over {0, 1}-valued variables unless stated otherwise).
In order to give a description of cutting planes that is suitable when we want to
reason about pseudo-Boolean solvers, it is convenient to keep negated literals as
objects in their own right, and to insist that all inequalities consist of positive
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linear combinations of literals. Therefore, we will write all linear constraints in
normalized form

∑

i∈[n], σ∈{0,1}
aσ

i xσ
i ≥ A , (3)

where for all aσ
i ∈ N with i ∈ [n] and σ ∈ {0, 1} at least one of a0

i or a1
i equals 0.

(variables occur only with one sign in any given inequality), and where the right-
hand constant term A ∈ N is called the degree of falsity (or just degree). Note
that the normalization is only a convenient form of representation and does not
affect the strength of the proof system. If the input is a CNF formula F we just
view every clause C = xσ1

1 ∨ · · · ∨ xσw
w as a linear constraint xσ1

1 + · · · + xσw
w ≥ 1,

i.e., a constraint on the form (3) with aσ
i ∈ {0, 1} and A = 1.

When generalizing CDCL to a pseudo-Boolean setting we want to build a
solver that decides on variable values and propagates forced values until conflict,
at which point a new linear constraint is learned and the solver backtracks. The
main loop of a conflict-driven PB solver can be made identical to that of a CDCL
solver, except that we change the word “clause” to “constraint.” However, a
naive generalization of the conflict analysis does not work. For an example of
this, suppose we have ρ = {x1, x2, x3} under which x1 +2x2 +x3 +2x4 +2x6 ≥ 3
unit propagates x6 to true, causing a conflict with x3+2x5+2x6 ≥ 3. By analogy
with the CDCL conflict analysis, we “resolve” (i.e., add and normalize) these two
constraints to eliminate x6, yielding x1+2x2+2x3+2x4+2x5 ≥ 3+3−2 = 4 (since
2x6 + 2x6 = 2). But now the important invariant that the derived constraint is
falsified by the current partial assignment fails, because the new constraint is not
falsified by ρ = {x1, x2, x3}! There are different ways of modifying the pseudo-
Boolean conflict analysis to address this problem, and these different approaches
are partly reflected in the different proof systems studied in this paper.

Starting with the most general version of the cutting planes proof system
used in the proof complexity literature, using the normalized form (3) we can
define the derivation rules4 to be literal axioms

xσ
i ≥ 0

, (4a)

linear combination
∑

i aσ
i xσ

i ≥ A
∑

i bσ
i xσ

i ≥ B
∑

i (αaσ
i + βbσ

i )xσ
i ≥ αA + βB

α, β ∈ N
+ , (4b)

and division
∑

i aσ
i xσ

i ≥ A
∑

i

⌈
aσ/α

⌉
xσ

i ≥ 
A/α�
α ∈ N

+ , (4c)

4 Attentive readers might note that division looks slightly stronger in our definition
than the standard rule in the proof complexity literature, but the two versions are
easily verified to be equivalent up to a linear factor in length. It is important to note
that multiplication is only ever performed in combination with addition.
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where in the linear combination rule we tacitly assume that the cancellation rule
xσ +x1−σ = 1 is applied to bring the derived constraint into normalized form, as
in the example we just saw. Just as in this example, for any linear combination
that arises during conflict analysis it will be the case that there is a literal xσ

i

for which αaσ
i = βb1−σ

i > 0. We say that this is an instance of cancelling linear
combination since the variable xi vanishes, and we also require for such linear
combinations that α and β are chosen so that αaσ

i = βb1−σ
i is the least common

multiple of aσ
i and b1−σ

i . We remark that this is also referred to as generalized
resolution in the literature [31,32], since it is a natural generalization of (1) from
disjunctive clauses to general linear constraints, and we will sometimes refer to
the resulting constraint as a (generalized) resolvent .

We want to highlight that in the division rule (4c) we can divide and round
up to the closest integer, since we are only interested in {0, 1}-valued solutions.
This division rule is where the power of cutting planes lies. And indeed, this is
how it must be, since the other rules are sound also for real-valued variables, and
so without the division rule we would not be able to distinguish sets of linear
inequalities that have real-valued solutions but no {0, 1}-valued solutions.

Pseudo-Boolean solvers such as Sat4j [36,48] and cdcl-cuttingplanes [21] do
not implement the full set of cutting planes derivation rules as described above,
however. In proofs generated by these solvers the linear combinations will always
be cancelling. Division is used in cdcl-cuttingplanes only in a restricted setting
to ensure that the learned constraint is always conflicting, and Sat4j omits this
rule pretty much completely and instead applies the saturation rule

∑
(i,σ) aσ

i xσ
i ≥ A

∑
(i,σ) min

{
aσ

i , A
}·xσ

i ≥ A
, (5a)

saying that no coefficient on the left need be larger than the degree on the right.
(For instance, saturation applied to 3x1 +x2 +x3 ≥ 2 yields that 2x1 +x2 +x3 ≥
2 holds.) As the division rule, the saturation rule is sound only for integral
solutions. It is an interesting question how the division and saturation rules are
related. Saturation can be simulated by division, but it is not clear whether
this simulation can be made efficient in general. In the other direction, we give
examples in this paper of when division is exponentially stronger than saturation.

We remark that another rule that is important in practice is weakening

∑
(i,σ) aσ

i xσ
i ≥ A

∑
(i,σ) �=(i∗,σ∗) aσ

i xσ
i ≥ A − aσ∗

i∗
, (5b)

which—perhaps somewhat counter-intuitively—is used during conflict analysis
to maintain the invariant that the constraint being learned is conflicting with
respect to the current partial assignment. In contrast to the weakening rule in
resolution, the rule (5b) is crucial for pseudo-Boolean solvers, but since this rule
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can be implemented using (4a) and a cancelling linear combination we do not
need to include it in our formal proof system definitions.

In order to try to understand the reasoning power of pseudo-Boolean solvers
such as cdcl-cuttingplanes and Sat4j , in this paper we study the following four
subsystems of cutting planes, where for brevity we will write just cancellation
instead of cancelling linear combination:

General CP: Rules (4a), (4b), and (4c).
CP with saturation: Rules (4a), (4b), and (5a).
CP with saturation and cancellation: Rules (4a) and (5a) plus the can-
celling version of (4b); essentially corresponding to Sat4j .
CP with division and cancellation: Rules (4a) and (4c) plus the cancelling
version of (4b); strong enough to capture cdcl-cuttingplanes.

General cutting planes is refutationally complete in that it can disprove any
inconsistent set of linear inequalities [28]: One can show that there is no {0, 1}-
valued solution by using the cutting planes rules (4a)–(4c) to derive the contra-
diction 0 ≥ A for some A > 0, which is the pseudo-Boolean equivalent of the
empty clause, from the given linear inequalities. The length of such a cutting
planes refutation is the total number of inequalities in it, and the size also sums
the sizes of all coefficients (i.e., the bit size of representing them). We can also
define a line space measure analogous to the clause space measure counting the
number of inequalities in memory during a proof.

It is not hard to show—as we will argue shortly—that the three restricted
versions of CP defined above are also refutationally complete. However, while
general cutting planes is also implicationally complete [10], meaning that it can
derive any inequality that is implied by a set of linear equations, the subsystems
we consider are not even weakly implicationally complete.

Let us pause to explain what we mean by this terminology. For disjunctive
clauses C and D it is not hard to see that the only way C can imply D is if C ⊆ D.
In a pseudo-Boolean context, however, there are infinitely many ways to express
a linear threshold function over the Boolean hypercube as a linear inequality
(for instance, by multiplying the inequality by an arbitrary positive integer). We
say, therefore, that a PB proof system is weakly implicationally complete if when
some set of inequalities implies

∑
(i,σ) aσ

i xσ
i ≥ A it holds that the proof system

can derive some potentially syntactically different inequality
∑

(i,σ) bσ
i xσ

i ≥ B

implying
∑

(i,σ) aσ
i xσ

i ≥ A, and that it is (strongly) implicationally complete if
it can derive a constraint on the exact syntactic form

∑
(i,σ) aσ

i xσ
i ≥ A.

Returning to our previous discussion, given the constraint
∑k

i=1 xi ≥ d writ-
ten as a set of disjunctive clauses

{∑
i∈S xi ≥ 1

∣
∣S ⊆ [k], |S| = k − d + 1

}
(in

pseudo-Boolean notation), it is not hard to see that there is no way CP with
cancellation can derive any inequality implying the former encoding from the
constraints in the latter encoding [31].5 A slightly less obvious fact, which we
5 This is so since the only possibility to apply cancelling linear combinations is to use

literal axioms (4a) yielding (trivial) constraints on the form
∑

i∈S xi ≥ 0 for |S| ≥ 0,
and the set of such constraints is invariant under both division and saturation.
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Resolution
(on CNF)

CP saturation
cancellation

CP division
cancellation

CP saturation
general

CP division
general

†
†

(a) Over pseudo-Boolean inputs

Resolution

CP saturation
cancellation

CP division
cancellation

CP saturation
general

CP division
general

†

†

(b) Over CNF inputs

Fig. 1. Relations between proof systems. A B: A polynomially simulates B; A B:
B cannot simulate A (there is an exponential separation); A B: candidate for a
separation, †: known only for coefficients of polynomial magnitude.

shall prove in Sect. 3, is that even with general addition and saturation it is not
possible to recover a cardinality constraint from its CNF encoding.

We want to emphasize again that we make no claims of originality when it
comes to defining the derivation rules—they arise naturally in the context of
pseudo-Boolean solving, and indeed all of them are described in [47]. However,
we are not aware of any previous work defining and systematically studying the
subsystems of CP described above from a proof complexity point of view, i.e.,
proving upper and lower bounds on proof resources. This is the purpose of the
current paper, and we study the strength of these proof systems both for CNF
inputs and general (linear) pseudo-Boolean inputs.

As a final remark for completeness, we want to point out that one further
important rule, which is used, e.g., in [9], is rounding to cardinality constraints
We leave as future work a study of formal proof systems using this rule.

3 Relations Between Subsystems of Cutting Planes

We now proceed to examine how having saturation instead of division and/or
requiring linear combinations to be cancelling affects the reasoning power of
cutting planes. The conclusions of this section are pictorially summarized in
Fig. 1.

For starters, it is an easy observation that all the subsystems of cutting planes
that we consider can simulate resolution when the input is in CNF, and we show
that this is still the case when we start with a pseudo-Boolean input for cutting
planes and the straightforward encoding into CNF of that input for resolution.
This is immediate if we have the division rule, but in fact it is not hard to prove
that the simulation also works with saturation.
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Let us make these claims formal. We say that a set of clauses Î represents a
pseudo-Boolean constraint I if both expressions are over the same variables6 and
encode the same Boolean function, and a CNF formula F̂ is said to represent a
set of inequalities F if F̂ =

⋃
I∈F Î (where it is important to note that each CNF

subformula Î represents one linear constraint I). Then the next lemma says that
even if each linear constraint I ∈ F is rewritten to a semantically equivalent
but obfuscated constraint I ′ in some awkward way, but encoded into a CNF
representation F̂ in some nice way, it is still the case that even the weakest
version of CP applied to F ′ =

⋃
I ′ can efficiently simulate resolution on F̂ .

Lemma 1. Let F be a set of pseudo-Boolean constraints over n variables and
let F̂ be any CNF representation of F as described above. Then if there is a
resolution refutation π̂ of F̂ in length L and clause space s, there is also a CP
refutation π of F in length O(nL) and line space s+O(1) using only cancellation
and saturation. If π̂ is tree-like, then π is also tree-like.

It follows from Lemma 1 that CP with saturation is refutationally complete.

Corollary 2. Any unsatisfiable set of pseudo-Boolean constraints over n vari-
ables has a tree-like CP refutation in length O(n2n) and line space O(n) using
cancellation and saturation.

In the other direction, cutting planes with cancellation is equivalent to resolu-
tion when restricted to CNF inputs, and this is so regardless of whether division
or saturation is used. The reason for this is that cancelling linear combinations of
disjunctive clauses can only produce inequalities with degree of falsity 1, which
are equivalent to clauses. This is essentially just an observation from [31] rewrit-
ten in the language of proof complexity, but let us state it here for the record.

Lemma 3. If cutting planes with cancellation and either division or saturation
can refute a CNF formula F in length L and line space s, then there is a reso-
lution refutation of F in length L and clause space s.

We can use this observation to show that systems allowing general linear
combinations can be strictly stronger than systems with cancellation. To see
this, consider subset cardinality formulas [39,50,53] defined in terms of 0/1 n×n
matrices A = (ai,j), which have variables xi,j for all ai,j = 1 and constraints
claiming that in each row there is a majority of positive variables but in each
column there is a majority of negative variables, i.e.,

∑

j∈Ri

xi,j ≥ 
|Ri|/2� i ∈ [n] (6a)
∑

i∈Cj

xi,j ≤ |Ci|/2� j ∈ [n] (6b)

where Ri = {j | ai,j = 1} and Cj = {i | ai,j = 1}. In the case when all rows
and columns have 2k variables, except for one row and column that have 2k + 1
6 We do not allow encodings with extension variables, since then formulas are no longer

semantically equivalent and it becomes very hard to make meaningful comparisons.
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variables, these formulas are unsatisfiable and are easily refutable in general CP,
but if the matrix is expanding in a certain sense, then resolution proofs require
exponential length [39]. This yields the following corollary of Lemma 3.

Corollary 4. There are formulas on n variables that can be refuted in
length O(n) in general CP but require length exp(Ω(n)) in CP with cancella-
tion.

When it comes to comparing division versus saturation, it was observed in [9]
that saturation can be simulated by repeated division. Working out the details,
we obtain the following proposition.

Proposition 5. If a set of pseudo-Boolean constraints has a CP refutation with
saturation in length L and coefficients bounded by A, then there is a CP refuta-
tion with division in length AL.

We remark that a direct simulation may lead to an exponential blow-up if
the proof uses coefficients of exponential magnitude.

Our main contribution in this section is to show that when the input is in
CNF, then cutting planes proofs with saturation and unrestricted addition can
in fact be efficiently simulated by resolution assuming that all CP coefficients
are of polynomial magnitude. Observe that this last condition also implies that
the the degree of falsity has polynomial magnitude, which is the slightly more
precise assumption used in the next theorem.

Theorem 6. If a CNF formula F has a CP refutation π with saturation in
length L and every constraint in π has degree of falsity at most A, then there is
a resolution refutation of F in length O(AL).

We can then use subset cardinality formulas again to separate CP with divi-
sion from CP with saturation. The formal claim follows below, where the con-
stant hidden in the asymptotic notation depends on the size of the coefficients.

Corollary 7. There are formulas on n variables that can be refuted in length
O(n) in general CP but require length exp(Ω(n)) in CP with saturation if all
coefficients in the proofs have polynomial magnitude.

The idea behind the proof of Theorem 6 is to maintain for every inequality
with degree of falsity A a set of A clauses that implies the inequality. We simulate
linear combination steps by resolving the sets of clauses corresponding to the
two inequalities over the variables that cancel, and we do not do anything for
saturation steps.

Note that this approach does not work if the input is not in CNF. For
instance, if we start with the pseudo-Boolean constraint x + y + z ≥ 2 with
degree of falsity 2, which is equivalent to the clauses (x ∨ y) ∧ (y ∨ z) ∧ (x ∨ z),
then it is not possible to pick any 2 out of these 3 clauses that would imply the
inequality.

We remark that we do not know of any separation between CP with satura-
tion and division except those exhibited by CNF formulas. These separations are
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somewhat artificial in that they crucially use that the implicationally incomplete
subsystems of CP cannot recover the the cardinality constraints “hidden” in the
CNF encodings. In Sect. 4 we propose more natural candidates for separations
between CP with division and cancellation and CP with saturation, where the
difficulty would not be due to an “obfuscated” CNF encoding.

We conclude this section by the observation that any version of CP considered
in this paper can easily refute any set of linear constraints that define an empty
polytope over the reals, i.e., for which there is no real-valued solution. For general
addition this is an immediate consequence of Farkas’ lemma, and we can make the
additions cancelling using the Fourier–Motzkin variable elimination procedure.

Lemma 8. If a set of linear inequalities on n variables defines an empty polytope
over the reals, then there is a tree-like CP refutation using only addition in length
O(n) and space O(1), and a CP refutation using only cancelling addition in
length O(n2) and space O(n).

As a consequence of Corollary 7 and Lemma 8 we obtain the following theo-
rem.

Theorem 9. CP with saturation is not (even weakly) implicationally complete.

4 Tricky Formulas Based on Easy NP Instances

In this section we present candidates for achieving separations between the sub-
systems of cutting planes studied in this paper, and where these separations
would not be a consequence of presenting pseudo-Boolean constraints as “obfus-
cated” CNF formulas but would highlight fundamental differences in pseudo-
Boolean reasoning power between the proof systems.

All of our candidate formulas have short proofs for CP with division (and
all refutations have constant-size coefficients unless stated otherwise), but for
appropriately chosen parameter values it seems plausible that some of them are
not possible to refute efficiently using the saturation rule. We also show that it is
possible to chose other parameter values for these formulas to generate instances
that are very easy in theory even for the weakest subsystem of CP that we con-
sider. This is in striking contrast to what one can observe empirically when
running pseudo-Boolean solvers on these instances, as reported in [22]—in prac-
tice, many of these theoretically easy instances appear to be very challenging.

Even Colouring. The even colouring formula EC (G) [37] over a connected
graph G = (V,E) with all vertices of even degree consists of the constraints

∑

e∈E(v)
xe = deg(v)/2 v ∈ V (7)

(where E(v) denotes the set of edges incident to v), claiming that each vertex
has an equal number of incident 0- and 1-edges. The formula is unsatisfiable if
and only if |E| is odd, which we assume is always the case it what follows.
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Even colouring formulas have short CP proofs: just add all positive and
negative inequalities separately, divide by 2 and round up, and add the results.
We can make the additions cancelling by processing inequalities in breadth-first
order, alternating between positive and negative inequalities.

Proposition 10. Tree-like CP with division and cancellation can refute EC (G)
in length O(n) and space O(1).

If the graph is t-almost bipartite, by which we mean that removing t edges
yields a bipartite graph, then we can make the proof work with saturation instead
of division at the price of an exponential blow-up in t (which becomes a constant
factor if t is constant).

Proposition 11. If G is a t-almost bipartite graph then the formula EC (G)
can be refuted in length O(2t + n) and space O(t) by CP with saturation and
cancellation, and the refutation can be made tree-like in length O(2tn).

An example of such graphs are rectangular m × n grids (where edges wrap
around the borders to form a torus) and where we subdivide one edge into
a degree-2 vertex to get an odd number of edges. If both m and n are even,
then the graph is bipartite except for 1 edge, so we have cutting planes proofs
with saturation and cancellation of length O(mn), and if m is even and n is
odd, then the graph is bipartite except for m + 1 edges, so we have proofs of
length O(2m +mn). In all cases even colouring formulas on grids have resolution
refutations of length 2O(m)n and space 2O(m) which we can simulate.

We conjecture that these formulas are exponentially hard for CP with satu-
ration when the graph is a square grid of odd side length, i.e., m = n = 2� + 1
(so that the graph is far from bipartite), or is a 2d-regular random graph.

Vertex Cover. Recall that a vertex cover of a graph G = (V,E) is a subset of
vertices V ′ ⊆ V such that every edge (u, v) ∈ E is incident to some vertex in V ′.
A graph G has a vertex cover of size at most S ∈ N

+ if and only if the formula
VC (G,S) given by the constraints

xu + xv ≥ 1 (u, v) ∈ E; (8a)
∑

v∈V
xv ≤ S (8b)

has a {0, 1}-valued solution.
We consider vertex cover instances over grid graphs Rm,n Since a grid has

degree 4 any cover must have size at least mn/2. This bound is not achievable
when one dimension, say n, is odd, in which case the minimal cover size is
m
n/2�. We can choose the parameter S in (8b) in the interval

[
mn/2,m
n/2�−

1
]

to obtain unsatisfiable formulas with different levels of overconstrainedness.
Vertex cover formulas have short cutting planes proofs: add the horizontal

edge inequalities (8a) for every row, divide by 2 (which rounds up the degree of
falsity), and add all of these inequalities to find a contradiction with the upper
bound (8b), and these additions can be reordered to be made cancelling.
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Proposition 12. CP with division and cancellation can refute VC (Rm,n, S)
with n odd and S < m
n/2� in length O(mn) and space O(1).

A similar approach works with saturation instead of division, but since we
cannot round up every row we need a stronger cover size constraint (8b).

Proposition 13. Tree-like CP with saturation and cancellation is able to refute
VC (Rm,n, S) with n odd and S ≤ mn/2� in length O(mn) and space O(1).

Alternatively, using what we find to be a rather nifty approach it turns out
to be possible to derive all the 2m clauses over the m variables corresponding to
vertices in the first column, after which one can simulate a brute-force resolution
refutation of this formula.

Proposition 14. Tree-like CP with saturation and cancellation is able to refute
VC (Rm,n, S) with n odd and S < m
n/2� in length O(2mmn) and space O(m).

We conjecture that the exponential gap between Propositions 12 and 14 for
m = Θ(n) and S = m
n/2� − 1 is real and is due to the weakness of saturation.

Dominating Set. A dominating set of a graph G = (V,E) is a subset of
vertices V ′ ⊆ V such that every vertex in V \ V ′ has a neighbour in V ′. G has a
dominating set of size S ∈ N

+ if and only if there is a {0, 1}-valued solution to
the set of constraints DS (G,S) defined as

xv +
∑

u∈N(v)
xu ≥ 1 v ∈ V ; (9a)

∑

v∈V
xv ≤ S (9b)

We consider dominating set formulas over hexagonal grid graphs Hm,n, which
can be visualized as brick walls. As it turns out these formulas have short proofs
even in CP with saturation and cancellation, but the proofs are not obvious
and the formulas have a surprisingly rich structure and present particularly
challenging benchmarks in practice.

Since a hexagonal grid has degree 3, the minimum size of a dominating set is

|V |/4� = 
mn/4�, so we set S = mn/4�. Whether these formulas are satisfiable
depends on the largest power of 2 that divides m and n—also known as the 2-
adic valuation or v2. Formulas where v2(mn) = 1 are unsatisfiable and can be
refuted by adding all inequalities, and these additions can be made cancelling
with some care.

Proposition 15. Tree-like CP with cancellation can refute DS (Hm,n, mn/4�)
with v2(mn) = 1 in length O(mn) and space O(1).

Formulas where v2(mn) = 2 are unsatisfiable and the proof follows by divid-
ing the resulting inequalities in the previous proof by 2 and rounding up.

Proposition 16. Tree-like CP with division and cancellation is able to refute
DS (Hm,n,mn/4) with v2(mn) = 2 in length O(mn) and space O(1).
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When v2(n) ≥ 2 the dominating set must in fact define a tiling of the hexag-
onal grid. If furthermore v2(m) ≥ 1 then formulas are satisfiable. Among the
remaining formulas some are satisfiable and some are not, and the next lemma
sums up our knowledge in this matter.

Lemma 17. Dominating set formulas over hexagonal grids are unsatisfiable if

– v2(m) ≥ 2 and v2(n) = 1, or
– v2(m) = 0 and v2(n) ≥ 3 and v2(n) ≤ v2(4 m/4�), or
– v2(n) = 0 and v2(m) ≥ 3 and v2(m) ≤ v2(4 n/4�).

We conjecture that Lemma 17 in fact provides an exact characterization.
To find CP refutations of the unsatisfiable dominating set instances, we can

derive tiling constraints xv +
∑

u∈N(v) = 1 for all vertices using only cancelling
addition. CP with saturation and cancellation can then easily refute these for-
mulas with tiling constraints in polynomial length.

Proposition 18. If DS (Hm,n,mn/4) is as in Lemma 17, then it can be refuted
in length O((nm)2) in CP with saturation and cancellation.

5 Concluding Remarks

In this paper, we investigate subsystems of cutting planes motivated by pseudo-
Boolean proof search algorithms. Using tools from proof complexity, we differ-
entiate between the reasoning power of different methods and show that current
state-of-the-art pseudo-Boolean solvers are inherently unable to exploit the full
strength of cutting planes even in theory, in stark contrast to what is the case
for CDCL solvers with respect to resolution.

Some of these limitations are in some sense folklore, in that it is known that
pseudo-Boolean solvers perform badly on input in CNF, but we show that this
is true for all natural restrictions suggested by current solvers that fall short of
full-blown cutting planes reasoning. Also, we propose a number of new crafted
benchmarks as a way of going beyond CNF-based lower bounds to study the
inherent limitations of solvers even when given natural pseudo-Boolean encod-
ings. We show how the parameters for these benchmarks can be varied to yield
versions that appear to be hard or easy for different subsystems of cutting planes.

Although we cannot establish any formal separations between the subsystems
of cutting planes studied in this paper—this would seem to require the develop-
ment of entirely new proof complexity techniques—it is our hope that further
investigations of these benchmarks could yield more insights into the power and
limitations of state-of-the-art pseudo-Boolean solvers.
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