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Abstract

BAN logic is an epistemic logic for verification of cryptogmaic protocols. A nhumber of semantics have
been proposed for BAN logic, but none of them capture thenofee meaning of the epistemic modality in
a satisfactory way. This is due to the so-calledical omniscience problemAgents are "ideal reasoners”
in existing semantics, while agents in BAN logic have oniyited cryptographic reasoning powers. Logical
omniscience is unavoidable in Kripke semantics, the stahsmantical framework in epistemic logic. Our
proposal is to generalize the epistemic accessibilitytimraf Kripke semantics so that it changes not only the
current execution point, but also the currently predicabedsage. When instantiated on message passing sys-
tems, the semantics validates BAN logic. It makes agentsspective ("self-aware”) of their own knowledge
and of their own actions of sending, receiving and extragctin
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1 Introduction

BAN logic, proposed by Burrows, Abadi and Needham in the daggnties, is an epistemic logic for verification
of cryptographic protocols ([4]). From a practical pointvaéw, BAN logic has turned out to be quite successful:
It produces short, informative derivations that can regeditle protocol errors. However, despite a number of
semantics proposed for BAN and BAN-like logic (cf. [1, 5, &,11, 12, 14]), the semantics of the epistemic
(knowledge) modality in BAN logic remains problematic. $i8 a serious problem, since it makes it unclear what
a proof in BAN logic establishes, and it makes an analysisAiflBogic in semantical terms, for instance using
model checking, of limited value.

The basic problem when interpreting BAN's knowledge madgasi the well-knownlogical omniscience prob-
lem As an example, under BAN'’s idealized treatment of crypdy it is reasonable to assume the entailment
M fresh = {M}, fresh However, the entailmerda knows M fresh= a knows{M }, freshshould not be val-
idated since in BAN logic agent knows M is inside { M}, only whena knows k. From the point of view
of modal logic, the example shows the failure of tlwe of normalitythat allows inference of an entailment
a knowsF; = a knowsF;, from the entailmenf; = F,. As another example, in the context of the NSSK proto-
col it is reasonable to assume the entailmesaidn, b, k, {k, a}, = k» good forb - s since the former message
is only ever uttered by when it so happens thaj is b:s server key (and therefore is good for communication
betweerb ands). Yet, the entailment

a knowss saidn, b, k, {k,a}y, = a knowsk;, good forb - s 1)
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should not be validated, since in BAN logic agertan deduce what kel a}y, is locked with only ifa already
knowsk;. In fact, from (1) together with BAN’s message meaning rule,would get the entailment

a sees{froms: n,b, k, {k,a}y, }r,, a knowsk, good fora - s |= a knowsk; good forb - ¢

which diverges even more strongly from the intended meaimi®AN logic.

Logical omniscience (the rule of normality) is intimatelgd to the use of Kripke semantics. In this type of
semantics the modality knowsis interpreted through an epistemic accessibility refatig connecting execution
points that are equivalent up s restricted power of observation: At execution paint: kKnowsF' just in case
F holds at every accessible execution paihts ~, s’.

Since all Kripke semantics validate the rule of normalityfollows that we need to look to non-Kripkean

semantics to avoid validities that are unfaithful to thended meaning in BAN logic. We suggest a generalization
of Kripke semantics that lets the jump from the current elieaupoint to an epistemically accessible execution
point affect the predicated messages. The intuition is bewis. Say an ageni views a cipher text\/ at the
current execution poirt. As in Kripke semantics we assume thanhay be unsure about what execution point she
is at, because and some other execution poiitshare the same history upd observation powers. In addition,
a may be unsure about what the cipher text contains, becatiss observed the same propertiesibfat s as
she would have observed of some corresponding ciphenéxt s’. For instance, ifi extracts)M from the third
message: received at, thena extractsM’ from the third message received at’; if a cannot decrypi\/ at s,
thena cannot decrypfl/’ at s, and so on.

To reflect the correspondence between messages at difi@eatition points we relativize accessibility to
message renamings. We write-! s’ when renaming carries each messag@é at s to a corresponding message
r(M) ats’. With the relativized accessibility relation, a generatiian of Kripke semantics is immediate:

s = aknowsF (M) & Vs :Vr:s~h s =& = F(r(M)).

For instance, agent knows that)M is fresh, if all corresponding messages at epistemicaltgsgible execution
points are fresh.

This semantics avoids logical omniscience, since the pagelil messagk/ might change under as we move
from s to an epistemically accessible poiit There is, however, an interesting weakening of normalityciv
continues to hold, namely the closure of knowledge undeditigls that only mention keys used by the agent.

F, E F, = auses Keyd1, F,), a knowsF; = a knowsF,

whereKeyg F}, F») contains all message terms that are applied as key§ iand F,. To illustrate, from the
entailmentz fresh = {z}, fresh we can infer the entailmerat useg, a knowsz fresh = a knows{z}, fresh
By universal substitution of message terms for variablescan then conclude the entailment

a useds, a knows)M fresh |= a knows{ M} x fresh 2

for arbitrary (complex) message terfisand M, even when keys other thdid are applied in\/.

After instantiating the semantics on message passingsgstee show that agents are introspective of their own
knowledge, i.e. the modal logig5axioms hold, as is the custom in computer science applitaid epistemic
logic. Furthermore we show that agents are introspectivbaf own actions of sending, receiving and extract-
ing (decryption and un-pairing of received messages). isiance, we show introspection of received messages:
a received M= a knows a received MWhile this is immediate from the truth condition for knowte, it is rather
significant. Firstly, it is the central point when validagiBAN logic. The unsoundness of BAN logic in related
Kripke semantics, such as [1, 12, 14], can ultimately be iack to the fact that agents are not introspective (in



the above sense) of their received messagés soon as a Kripke semantics hides part of an agents |atel tst

the agent herself, as these semantics do, we lose intrampettreceived messages. Secondly, introspection of re-
ceived messages in combination with the above weakeningrofality has an interesting implication: knowledge
of cryptographic structure may at times transcend the thgog power of the keys used.

We complete the model construction by interpreting the &d8@N predicates on message passing systems
and show soundness of BAN logic. The interpretation we pgepovolves a fixed point construction to identify
keys used with keys known, a construction which may be ofpeddent interest. Finally the paper is closed by
a discussion of related and future work, in particular thespects for using the weakened rule of normality to
eliminate BAN's idealization step.

Our semantical investigations so far cover only the symimkéay part of BAN logic. We expect no difficulties
in extending the semantics to asymmetric cryptography.

2 BAN Logic

Language Assume a set of agentsb, ..., a set ofmessage atonis n, ..., a set oimessage variables, vy, z, ....,
and a set oatomic predicatep. The set oimessage termandstatementsire defined by:

Statement$” ::= p(M) | a knowsF
Message term8/, M’ ::= F |a | k| x| M,M" | {M}y | froma: M

A closed message term, aressaggeis a message term with no variables. A message term is opeis ihot
closed. Though the BAN language lacks negation, we proveuwdtr@ heorem 9.2) for a language extended with
negation ¢) of statements.

Intuitively, atomic statemeni(M) expresses the proposition that messafeatisfies property, the operator
-,- represents pairing of messages, the opergtorrepresents encryption and the operdtom- : - represents
sender field annotation. Message terms include sender fieldtations and statements, because as BAN logic
is usually applied, it proves properties of so caliédalizedprotocols, protocols where messages may include a
sender field and messages may contain statements exprpesiugitions.

The set of atomic predicates includes, at least, thedtamic BAN predicatesa seesa said fresh good fora-b
as well as the special atomic predicat@ises Their intended informal meaning is as follows. The pretdica
seeds true of a message if can extract the message from somethimgceived. Analogousha saidis true of a
message ifi can extract the message from somethirgent. A messagieshif it did not circulate until recently.
A message satisfiggod fora - b if every circulated message encrypted with this messageyawés said by: or
b. Finally, a usesa message if uses that message as a key for decryption and encryption.

Proof rules The rules of BAN logic are summarized in Table 1. We Ksewsto represent an arbitrary sequence
of 0 or more epistemic modalities. Table 1 leaves some dondiimplicit: We have omitted symmetric variations
and closure under cut and weakening. Note that certain aslsme that agents do not misuse idealizations. For
instance, ruldRl, themessage meaning rylassumes that sender fields inside cipher texts are relialde, rule

R7, thenonce verification ruleassumes that agents only say statements known to be trigeefresh.

While the original BAN paper ([4]) reads the epistemic mdgtahs "agenta believes that”, BAN logic is
intuitively consistent with a knowledge interpretations ia [8, 10], we adopt a knowledge interpretation and add
the axiomT. The atomic BAN predicatgurisdiction thereby becomes superfluous, and is therefore removed.
For a more detailed discussion we refer the reader to [8]icBdhat we generalize the customary modal logic
axiom T (a knows F F) to arbitrary iterations of epistemic modalities, by addknowsto antecedent and
consequent.

10nly [1] was intended to validate BAN.



R1. aseeg{from b : M}, a knowsM’good fora - b - a knows b said M

R2. aknowsM freshi- a knowsM, M’ fresh

R3. aknowsM fresh aknowsV/’good fora - b+ a knows{ M } ;- fresh

R4. aseesM, M’ - asees\M

R5. asees{M});, aknowsM’good fora - bt aseesV

R6. aknows b said/, M’ - a knows b said//

R7. aknowsMy, ..., F, ..., M, fresh a knowsb said\/4, ..., F, ..., M,,,F a knows b know$’
T. Knowsa knows' = Knows F'

Table 1: BAN proof rules

3 Semanticsfor the Non-Epistemic L anguage Fragment

In computer science, epistemic logics are customarilyrpmeted onmulti-agent systemf§], pairsS = (S, |),
whereS is a non-empty set of execution points grid a local state projection assigning a local stateto each
agenta and execution poind. Intuitively, the local state contains all the data curyeatcessible to that agent. For
instance, when modeling a communication protocol, thel lsizde of an agent might be derived from the initial
condition plus the sequence of send and receive actionsashpanformed so far. Multi-agent modebn S is a
triple M = (S, |, I'), wherel is an interpretation of atomic predicates. That is, to easmi predicate and each
execution point € S, the interpretatior! assigns the sdt(p, s) of messages (closed message terms) that satisfy
pats.

Closed statements are true w.r.t. an execution pointa modelM. The truth condition for atomic closed
statements and negation (of closed statements) are asedpet=y p(M) < M € I(p,s) ands =y ~F <
s ¥m F. The truth condition for epistemic closed statements istée$ection 4. Open statements are true w.r.t. an
assignment” of messages to message variables, and an executionspniatmodelM. Assignments are lifted to
arbitrary message terms in the usual way; wiritéy, for the value ofM underV. The truth condition for open
statements isV, s =y F(M) < s =v F(IM|y).

If Ais a set of statements, we writés =y Aif V,s Eu F, forall F € A. If Cis a class of models:
A Ec¢ F, if and only if, for all modelsM in C, for all execution points in M and for all assignment¥’, if
VY,S ’:M AthenV,S ):M F.

4 Semanticsfor Knowledge

We interpret the epistemic modality through a generalizassibility relation~,, that relates not only execution
points, but also messages at one execution point to mesatgasther. The intuition is that a cipher teit at
the current execution pointmay correspond, fou, to a different cipher texi/’ at an epistemically accessible
execution points’. That is,M at s could, for alla knows, beM’ ats’. Letr be arenamingof messages, i.e. a
function in the set of messages, defined for all messagesn#ips every messagesto a corresponding message
ats’, we say that is acounterpart mappindpetweens ands’ for agenta, and writes ~" s’. Given this ternary
accessibility relation-,, Kripke semantics can be generalized in an obvious way:

s |=m aknows F(M)s Vs’ € S :Vr i s ~0 s’ = s/ =y F(r(M)) .

Here,F'(M) is any statement in the message térfm\We do not assume that messdgeas somehow accessible to
agenta in s, such as once said, or seen,dyAgents may well know things about messages that are nossibte
to them. In fact, this is an essential part of BAN logic (asnegtsed by, for instance, axioR®).

Counterpart mappings must be transparent to the set obblaikeys. A renaming is transparentto a setll
of messages, in symbalsr> r, if r respects all cryptographic structure accessible whemgusias keysII (used



CLM el =r({M}y) = {r(M)} () C2.r(M,M'") =r(M),r(M")
C3.ris injective C4.r is surjective

C5.7(F(M)) = F(r(M)) C6. r(from a : M) = from r(a) : r(M)
C7.r(k) = k, k is agent name or message atom

Table 2: Requirements faf > r

as keys) cannot distinguish a sequendg, My, ... from (M), r(Ms), .... Formally, we stipulate thdt o r, if

and only if, each condition in Table 2 above is satisfied. @@ C1 says that encryption structure is plain, or
clear, when the appropriate key is available, condition &% ghat pairing structure is always plain, conditions
C3 and C4 say that distinct messages appear distinct, amdib says that atomic predicates and propositional
operators are plain text, condition C6 says that sender dteldtture is plain, and condition C7, finally, says that
agent names and message atoms are plain text.

Lemma4.l
1. IT > . where. is the identity on messages
2. Ir, r(I)>r' = 11> (X or)
3Mer=rIl)>r!
4. I>r, IDIN =1'>r

Proof. (1) and (4) are immediate. We prove (2) here. The proof ofy8)milar. AssuméIr>r andr(II)c>r". Only
requirement C1 of Table 2 is non-trivial. Assumé& < II. By the assumptions;({M };) = {r(M)}, ) and
r(M') € r(I). Thus,'({r(M)},(arry) = {7/ (r (M)} aryy = {(770r) (M)} oy (aar) i-€4, (ror) ({ M g ) =
r'({r(M)}rary) = {7 (r(M) Yoo raaryy = {07 0 7) (M) } (rrory a1y m

Counterpart mappings must, furthermore, respect the mulveal state of the agent; we assume a renaming can
be lifted pointwise to a permutation on local states. #tr be a counterpart mapping betweeand some other
point s’, we require that transforms the local state of the agent atto her local state at'.

The idea, then, is to relate the statemnds’ under the renaming for agenta, in symbolss ~7 ¢, just in case
r transforms the local state afat s into the local state of ats’ andr respects the keys used by the agent at

s~ s < r(sla) =s'|laandI(ausess) > . (3)

Each multi-agent model thus determines a unique ternastespic accessibility relation,. In section 9 below
we address the apparent asymmetry of (3) and show that ureldetinitions oliseswvhich we consider, whenever
s~" s thens' ~7 .

5 Crypto Normality

The semantics avoids logical omniscience (the rule of nbtyhaTo see this, letS = {s}, I(p,s) = {{M}nr},
I(ausess) = () ands|a = (). Then there is a renamingsuch that'({M } ) # { M}y ands ~1 s. Thus,#y
aknows {M} ). Yet, =m p({ M} ).

There is, however, an interesting weakening of normalityctvitontinues to hold. To formulate this, let
Keyg M) be the set of message terms applied as key&/isuch thatkeyg{M},,) = {M'} U Key§M) U
KeygM'), KeysM, M') = KeysM) U KeygM'), Keygfrom a: M) = KeygM), KeysP(M)) = KeysM),
Keysgk) = 0, if k is message atom or agent name, &eygz) = (), for message variables. For example,



Keyg{w, {z,k},}.) = {y, z}. LetKeysII) = UpcriKeyg M), write a usedl for the set{a uses M| M < II},
and writea knowsA for the set{a knowsF' | F' € A}.

Lemma5.1 [Keys(M)|y > = r(|My) = |M|ov

Proof. By induction over the structure gff. The base step, wherd is a variable, an agent name or message
atom, is immediate from requirement C7 of Table 2. For theiatidn step, assume that the property holds for
messaged//; and Mo, i.e. |KeysSMi)|y > r = |Miloy = r(|Mi]y) and|KeysMs)|y > r = |Ma|oy =
r(|Malv). AssumeKeys{ M }as,)|v &> 7. Then,|Keys M )|y U |Keys(Mas)|y U{|Mz|y} > r. By the induction
assumption and Lemma 4.1|4/, |,.v = r(|M1|v) and|Mz|,.v = r(|Ma]v). Then, by requirement C1 of Table
2, r({Mi}arlv) = r({[Milv any) = {r (M) bean)y) = {IMilrov a0y = {Mi}aslrov. Showing
that pairing and idealization constructions preserve tbegrty is analogous. O

From Lemma 5.1 we get the weak normality rule.
Theorem 5.2 (Crypto Normality) If A =y F then a uses Keya, F'), a knowsA =y a knowsF'.

Crypto normality says that an agents knowledge is closeémodical validities in which all the keys applied are
used by the agent. By itself, crypto normality may appearlpvestricted, since all keys usedixor F must also
be used by:. Crypto normality becomes more powerful, however, whenlmiosd with the rule of substitution.

Theorem 5.3 (Rule of Substitution) Leto be any substition of (possibly open) message terms for igessai-
ables. IfA =y F theno(A) =y o(F).

In conjunction, the two rules allow interesting inferente®e made, such as (2) in section 1.

6 Message Passing Systems

We instantiate models in message passing systems (cf. aJp the BAN literature. Since the definitions are
standard and well-known, we will only briefly hint at them. dnmessage passing system execution proceeds
in rounds. During the first round, initial shared and privatssessions are established. From then on, at each
round, every agent either sends a message, receives a mesgmyforms some unspecified internal action. By a
message passing modeé mean a multi-agent systelh = (S, |, I) based on a message passing systeriiVe
require that the local statgéa of an agent: consists of a first round of initializations followed b3s local history

of send and receive actions. As an immediate consequenertsagiow which messages they send and receive.
Assume predicatea receivedanda sent with I(a received, sF {M | a has received/ ats}, andl(a sent, s)
interpreted analogously. The following introspectiompiple is easily seen to be valid:

Proposition 6.1 (Receive and send introspection) For message passing models:

1. areceivedV/ |~ a knows a received/

2. asentM = aknows a send/

To see this, assume ~" s’. Then,r(s|la) = §'|a, i.e. if a receivedM at s thena receivedr(M) at s, and
correspondingly for messages sentbyVhile easily proved, Proposition 6.1 is nonetheless ofesoansequence.
To begin with, the unsoundness of BAN logic in related Krigkenantics, such as [1, 12, 14], ultimately ties back
to the failure of Proposition 6.1. When a Kripke semantiaiehipart of an agents local state from the agent,
as these semantics do, we lose receiving and sending iatii@p. Saya received a cipher text/ ats. Then
there might be some point which is indistinguishable foz from the current poink, but wherea received a
different cipher text\/’, not M. Moreover, Proposition 6.1 in combination with crypto natity (Theorem 5.2)
has some interesting, and perhaps surprising, implicafionknowledge of cryptographic structure. We explore
these implications in the section 7.




7 Knowledge of the Unseen

Prima facie it might be thought that an agents knowledge ybtographic structure depends solely on what
keys she uses. However, the mere finding of a cipher text attairtgplace might alone indicate something
about its contents. For instance, after the second protstepl in the Needham Shroder shared key protocol
(NSSK) between principala and b and with key serves, agenta knows the contents of the ticket she is to
forward tob, despite the fact that she cannot decrypt it. The semargggects such intuitions. To illustrate,
assume that message passing mddaéimplements NSSK betweem, b ands. We may expect the following:
areceived{n,b, k,x}r,, kq good fora - s =y x containsk, a. (The meaning otontainsshould be clear from
the context, while the precise semanticggobdis not an issue in this example.) By crypto normality (Theore
5.2) and universal substitution (Theorem 58knows a receivedin, b, k, {k, a}x, }«,, a knowsk, good fora -
s, ausesk, =v a knows{k, a}y, containsk, a. By receiving introspection (Proposition 6.&)received{n, b, k,
{k,a}, }r., a knowsk, good fora - s, a usesk, =y a knows{k, a}y, containsk, a. Thus, ifk, is a's server key
anda receives{n, b, k, {k, a}, }«,, thena knows the contents dfk, a }x, even thoughu is not usingk; as a key.
The reason why the semantics supports deductions such abdfie is that the set of counterpart mappings is
limited not only by the current keys, but also by the currextl state. Say renamingis transparent to the keys
used at the current poigt in symbols/(a usess) > r. This does not guarantee, however, tha a counterpart
mapping froms to any execution point’: There might be na’ in the given system such thafs|a) = s'|a. In
this case the agent can rule eutven thoughr is transparent to her current keys.

8 Interpreting BAN’s Atomic Predicates

To complete the semantics for BAN logic, only the atomic jratks remain. This is a subject of subtle and
somewhat bewildering variability (cf. [1, 8, 10]). We do r@&im our definitions are canonical. Our goal is to
show that the renaming semantics can be completed to a ngéalrimerpretation which validates BAN.

The way the predicates are explained informally in sectioon2e the interpretation afsesis fixed, the inter-
pretation ofsees said andgoodfollow in a fairly straightforward fashion. Specificallypif seeswe require that
I(a seess) is the smallest sdil that includes:’s initial possessions, the messagelas received at and such
thatIl is closed under decryption with keys uséd{},; € Il andM’ € I(a usess) = M € II) and un-pairing
(M,M' € 11 = M € Il andM’ e II) and sender-field removak¢m b: M/ € II = M € II). The predicatesaid
is defined analogously for sent messages, exceptthatitial possessions are not included. [gmodwe require
that M € I(good fora - b, s), if and only if, whenevef{ M}, is a sub term of some message/iie receiveds),
then bothA/’ and{M'},; are inI(a said s) or both M’ and{M'},, are inI(b said s), for any agent and any
messagé/’. We leave the interpretation of the predicfresshopen, merely requiring that it is independent of the
interpretation olusesand that it is closed under the sub-term relatidh € I(fresh s) = M, M’ € I(fresh s),
M',M € I(freshs), {M} € I(freshs), and{M'},; € I(freshs)). One could satisfy these requirements
by defining, similarly to [8], a message as fresh if it is notlaterm of any message said by anyone more than
rounds back, for some fixad Interpreting the predicatieeshis somewhat problematic, but it is peripheral to the
issues addressed in this paper. We refer the reader to [8rl®jore detailed discussions.

We then turn to the predicateses An immediate observation is that the interpretatiomsgsmust validate the
entailment

aknowsM good fora - b = a usesM . 4)

This requirement is fundamental, since otherwise rRIER3 andR5(Table 1) will not be validated.

A possible approach to the definition ofesis to view usesand seesas synonyms, so that a key is used
by an agent just in case it is possessed initially or it is iveck or it can be obtained by decryption and un-
pairing from used messages. This kind of “operational” vieviaken, with variations, in most papers on se-



mantics for BAN like logics. The problem with this definitios that it does not validate (4), unless the class
of message passing systems is restricted in some way. Ranggsa modeM may satisfy an entailment such
as: a receivesk,a,b =y k,x good fora - b. Then, by crypto normality (Theorem 5.2) and receive irezs
tion (prop. 6.1.1)a receivesk,a,b =y a knowsk,z good fora - b, but it might well be that. has not seen
k,z, contradicting (4). This counterexample can be fixed, ofreeuby disallowing complex terms as keys.
But other, similar counterexamples would still requiretnieing the class of allowed message passing systems.
For instance, if we allowed a model specific dependency letweoperties of different message atoms, say
a receivesk, a, b =y k' good fora - b, thena might be able to conclude that is good without actually seeing it,
again contradicting (4).

We propose an alternative definitionuwgeswhich we believe is of independent interest. The idea is tsicker
a key to be used by an agent just in case the agent knows somertyrp of that key. Since properties (sees,
said, etc.) are defined by meansudesitself, a recursive definition is called for. An inductivegtimer than
a coinductive, definition seems appropriate, siaaesesshould contain the set of keys thahas gathered some
positive information about. Adopting this approach we ttieBine the interpretation function on a message passing
systemsS as a least interpretation functian(in an order extended point wise from set containment) shah t
s =g,y auses Mif and only if, s =g ;) knowsp(M) for some atomic BAN predicate. (We leave the local
state projection) implicit.) If we call models that use this definition of theténpretation functionnductive we
obtain:

Theorem 8.1 Every message passing system determines a unique indonziole.

Proof. Assume a message passing systemThe interpretation function in an inductive model 8nis, by
definition, the least fixed point of the following functighthat assigns an interpretation functig/) to every
possible interpretation functiohon S. For predicataises f(I)(a usess) = {M | 3 atomic BAN predicate :
s [=(s,1) @ knowsp(M)} and, for atomic BAN predicates f(I)(p, s) is defined withf (I)(a usess’) as the keys
used for any agent at any points’. From lemma 4.1.4f is monotone. Thereford, has a least fixed point. O

Inductive models obviously satisfy the requirement (4)vaholn fact, as far as requirement (4) is concerned,
we could have definedsesin terms of predicategood alone, so thatt = auses M if and only if, s =

a knows M good for - b for some agenb. Perhaps, such a solution would be even more faithful tatiohs

in BAN logic, but it would not be quite satisfactory for somewcols (Yahalom is an example) where keys
need to be used before they are known to be good. Inductiveelsiodfer, in our opinion, an interesting, more

extensional, alternative to the more traditional operationodels.

9 Introspection Properties

We have already seen (Proposition 6.1) that agents in megsasing models are introspective of their received
and sent messages. In this section, we observe some funthespection properties in inductive models. We
emphasize that these results also hold for models based @peaational interpretation afses

Lemma9.1 For inductive model#:

1. s~4s

v o rlor I
2. s~ s, sl = s~ s
r ool 1o rt
3.5~ 8 =58~ s



Proof. (1) Immediate from Lemma 4.1.1. The proof of (2) is similar(8 and left out. For (3) we first prove,
using fixed point induction, that ~! s' = I(a usess’) C r(I(a usess)) wherel is the interpretation function
in M. Let I; be the interpretation function at st¢pn the fixed point construction of the proof of Theorem 8.1,
such thatly = 0, I; 11 = f(I;), andls; = U1, if § is a limit ordinal. LetM;, be M with the interpretation’

replaced byl;. We show for allj that
I;(ausess) > Ar(sla) = s'|la= I;(ausess’) C r(Ij(ausess)) (5)

The property holds fot, sincely(a usess’) = (). For successor ordinals, assume (5) holdsjfoAssume
I;+1(a usess) > r andr(sla) = s'|a. Pick any messag#/’ such that)/’ € I,1;(a usess’). By C4 in Table
2, M’ = r(M) for some messag#/. Thens’ ):MIj+1 a uses(r(M)). By the definition of/;,, there is an
atomic predicate such thats’ ':MIJ- a knowsp(r(M)). Sincel; C I;;1, by Lemma 4.1.4];(a usess) > r.
By Lemma 4.1.37(I;(a usess)) > r 1, so by the induction hypothesis and Lemma 4.1;4¢ usess’) > r~L.
SinceM’ = r(M), we want to show thad/ € I;;(a usess). By definition of I;, 1, it suffices to show that
s FMIJ a knowsp(M). So pick any renaming’ and any execution point’ € S such thatl;(a usess) > 1’
andr’(s|a) = s”|a. Sincel;(a usess) > r, by the induction hypothesis, and conditions C3 and C4 oféeTab
r~Y(I;(a usess’)) C I;(a usess). By Lemma 4.1.4r71(I;(a usess’)) > r’. By Lemma 4.1.2 it follows that
I;(a usess’) > r' o r~L. By the assumptions orf we get that’ o r=1(s'|a) = 7/(r~1(s'|a)) = '(s|a) = 5"|a.
Since we showed’ FMIj a knowsp(r(M)) we obtain thats” FMIj p(r’" or~tor(M)). Sincer’ ands” are
arbitrary, it follows thats ):Mlj a knowsp(M) which completes the successor part of the induction argtimen
The limit case is routine.

For the proof of the main statement (3), assume thensthé} s/, i.e. I(a usess) > r andr(s|a) = s'|a. By
Lemma 4.1.3y(I(a usess))>r~'. We also obtain, from the above induction, thét usess’) C r(I(a usess)).

By Lemma 4.1.4] (a usess’) > r~1, sos’ ~% " s, which completes the proof. O
Using Lemma 9.1 the modal logic S5 properties follow dingctl
Theorem 9.2 (Knowledge introspection) For inductive models:

1. aknows F=F

2. aknowsF' = a knows a knowg"

3. —aknowsF' = a knows—a knows F

Validity (1) in Theorem 9.2 is, of course, not an introspectproperty. Rather, it can be seen as the distinguishing
line between knowledge and belief. In fact, (1) holds in adidels, not only inductive models. From Theorem 9.2,
it follows that agents are also introspective of used and seessages:

Corollary 9.3 (Use and sees introspection) For inductive models:
1. ausesM [ aknows a uses/
2. aseedV = aknows a seesd/

Proof. (1) is immediate from Theorem 9.2. (2) follows from cryptamality (Theorem 5.2), rule of substitution
(Theorem 5.3), receive introspection (Proposition 6,Jah}§l use introspection (1). O

Loosely speaking, sees introspection implies that ageatsitospective of extracted messages. Since sees intro-
spection depends on receive introspection (Propositibnibfails in the related Kripke semantics of [1, 12, 14].
For similar reasons (see section 6), use introspectionfailsan these semantics, when cipher texts are allowed
as keys.



10 Soundnessof BAN logic

As observed in section 2, some BAN rules assume that agentstdmisuse idealizations. Accordingly, in our
soundness result we restrict attentiorhtmestmodels, models whergom b: M € I(a said,s) = a« = b and
whereMy, ..., F, ..., M,, fresh,a saidMy, ..., F, ..., M,, = a knows F Again, we refer the reader to [8] for details.

Soundness for each BAN rule (Table 1) is now a rather immedipplication of the following corollary, where
a knows{ M, ..., M,, } goodis short fora knowsM; good fora - by, ...,a knowsM,, good fora - b,,.

Corallary 10.1 Leto be any substitution of message terms for variables. Fordgtide modeldM: If A gy F
then a knows (Keyg A, F')) good a knowss(A) =y a knowss (F).

Proof. Immediate from crypto normality (Theorem 5.2), rule of dithton (Theorem 5.3) and requirement (4)
in section 8. O

Theorem 10.2 BAN logic is sound w.r.t. honest inductive models.

Proof. Rule R4 (Table 1) is immediate. Rule R5 is immediate from meguoent (4) in section 8. Each remaining
rule is a direct application of Corollary 10.1 on some triwialidity. For instance, rule R3 follows from the fact
thaty fresh = {y}. fresh Rule R1 needs, in addition, sees introspection (CoroRaBy2), while ruleT needs
Theorem 9.2.1. O

11 Reated Work

Our use of a ternary accessibility relation is most closelgted to possibility relations in counterpart semantics
[9]. Itis, as far as we know, the first computationally groedduch semantics in epistemic logic.

In the BAN logic literature the semantics most closely idato ours are the Kripke semantics of [1, 12, 14]
where the local state of an agent is partly hidden from thentagln our framework we can recover a binary
accessibility relation similar to those used in [1, 12, 1¢]létting s ~, s iff s ~" s’ for some renaming. In
fact, our notion of transparent renaming can be seen asddiathe message congruences of [1], and to the states
of knowledge and belief of [3, 13]. As we have pointed out, begr, a Kripke semantics resulting from such a
binary accessibility relation-, is both too strong and too weak for BAN: It makes agents Idlyiaamniscient,
yet fails essential introspection principlés

There are, of course, semantics in the literature that dadh dvoid logical omniscience (cf. [6]). But no
such semantics has been shown to work for BAN-like logicsithifeumore, these semantics tend to break rather
more radically than ours with Kripke semantics. One possiigiproach is to subdivide knowledge into an implicit
and an explicit part. Implicit knowledge would be “ideal” ¢wledge to which logical omniscience applies, and
explicit knowledge would be somehow circumscribed to ré#gents limited reasoning abilities. For instance, [7]
specifies adversary capabilities in terms of abstract kedgg extraction algorithms, and [2] uses an awareness
predicate to constrain, at each state, the predicates whighich an agent is aware, related to the comprehended
messages of [12].

12 Conclusion

We have introduced a semantics that validates BAN logicayeids the rule of normality (logical omniscience).
The semantics satisfies crypto normality, a weak versionoomality that filters out infeasible cryptographic
reasoning powers. The semantics makes agents introspeftiheir own knowledge and their own actions of

2But we acknowledge that only [1] was intended as a semarurd3AN.
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sending, receiving and extracting. We have showed how ledgd of cryptographic structure may at times
transcend the discriminatory power of the keys used. Binak found that knowledge and keys used could be
defined as simultaneous fixed points, making the keys usea &mjthe keys known.

A semantical foundation for BAN logic opens up the posdipitif sound model checking of BAN logic spec-
ifications. Also, the semantics might be used to improveousrielements of the protocol verification process in
BAN. The crypto normality rule is a case in point. Using thiterwe can sidestep the often criticized "idealization
step” in BAN verifications. To illustrate, say we want to ddish the following property of NSSK:

a knowsk, good fora - s, a knows n fresha sees{n, b, k, {k, a}y, }x, = a knowsk good fora - b (6)

As BAN is usually applied, one would instead prove a propeftan "idealization” of the protocol where the
messag€gn, b, k, {k, a}y, }r, has been annotated with sender field and the goodness pesdisaan alternative,
we introduce non-epistemic protocol specific validities:

kq good fora - s, n fresh s said{n, b, k, x};, = k good fora - b @)

ko good fora - s = — asaid{n,b, k,z}, (8)

which arguably express the required properties of the pobtather more precisely. Starting from a (protocol
independent) triviality,

—asaid{z},, aseeqz},, y good fora - s = s said{z},, 9)

we get specification (6) by lifting (7), (8) and (9) to epistemalidities using crypto normality (Corollary 10.1),
then applying sees introspection (Corollary 9.3) and kedgé introspection (Theorem 9.2)

We have focused on BAN logic, not in particular deference ANBbut simply because BAN is the standard
logic in its family. A first question to answer is whether oensantics really captures the intended meaning of
BAN formulas. A completeness result for a collection of sulghich stays acceptably close to BAN's original
set-up would help answer this question affirmatively, andaveecurrently working to address this issue.

It would be of interest also to use our semantics to suppdstezpic security protocol logics beyond the propo-
sitional level. An extension to first-ordescalculus with rudimentary temporal operators would alin BAN
primitives to be defined, and thus eliminate much of the aggaarbitrariness in the choice of basic vocabulary in
the BAN literature. Furthermore, a first-order extensioruldallow reasoning that exploits partial knowledge of
complex data structures; this may be useful in the contegtaf payment protocols, where different parts of the
negotiated data structure remain hidden from differemtqipals.
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