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Abstract— We examine the use of gossip protocols for contious
monitoring of network-wide aggregates. Aggregates ra
computed from local management variables using futtions such
as AVERAGE, MIN, MAX, or SUM. A particular challeng e is to
develop a gossip-based aggregation protocol that isobust
against node failures. In this paper, we present GAP, a gossip
protocol for continuous monitoring of aggregates, Wich is robust
against discontiguous failures (i.e., under the catraint that
neighboring nodes do not fail within a short period of each
other). We formally prove this property, and we evduate the
protocol through simulation using real traces. Thesimulation
results suggest that the design goals for this protol have been
met. For instance, the tradeoff between estimatioaccuracy and
protocol overhead can be controlled, and a high estation
accuracy (below some 5% error in our measurements)s
achieved by the protocol, even for large networksral frequent
node failures. Further, we perform a comparative asessment of
G-GAP against a tree-based aggregation protocol usj
simulation. Surprisingly, we find that the tree-bagd aggregation
protocol consistently outperforms the gossip protad for
comparative overhead, both in terms of accuracy antbbustness.

. INTRODUCTION

The motivation of this research is to investigdie tise of
gossip protocols for decentralized real-time maoiith Recent
research in gossip protocols suggests to us teaettypes of
protocols may help engineering a new generatianafitoring
systems that are highly scalable and fault tolerant

Gossip protocols, also known as epidemic protoaals,be
characterized by asynchronous and often
communication among nodes in a netwf#®][3]. Originally,
they have been proposed for disseminating infoonati large

dynamic environmentd 0], and more recently, they have been

applied for various tasks, including constructingbust
overlayg[1][17], estimating the network si{@][6], etc.

We are specifically interested in assessing theotigessip
protocols for decentralized aggregation of deviatadn near
real-time. Aggregation functions,

management applications, include SUM, MAX
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Specific applications that require such informatioclude
network surveillance, service assurance, and draffintrol in
large-scale or dynamic networks. Admission contior
example, can make use of cross-device network doadQoS
measurements to decide whether to accept or ffigect into a
network domain.

A gossip protocol for monitoring network-wide aggates

executes in the context of a decentralized manageme
architecture. Figure 1 shows an example of such an

architecture, which we propose using for this pegxdn this
architecture, monitoring nodes with identical fuooctlity
organize themselves into a management
aggregation protocol (in this case, the gossipgoa) runs in
the monitoring nodes, which communicate via therlaye
Each monitoring node collects data from one or nmatsvork
devices. This data is aggregated, in a decentdafezghion, to
estimate the MIN, MAX, SUM, AVERAGE, etc., of thevce
variables through the aggregation protocol. A managnt
station or an application server can access thdtonmy layer
at any node. Node or link failures—on the physitivork or
the management overlay—trigger a re-organizationthef
management overlay, thereby enabling continuousatipe.
(Note that the protocol introduced in this paper atso run on
a different architecture, as long as the architecincludes
monitoring nodes that execute the protocol, it fles
functions in the monitoring nodes to access localiake
variables, and it maintains an overlay topology rfamitoring
nodes to exchange information.)

Recently, other approaches to decentralized agtpega
which are based on creating and maintaining spgringes in
the management overlay, have been investigated thgrso
[12][13][14], and also by us[4][15][16][18]. There are
qualitative and quantitative differences betweee-trased and
gossip-based aggregation. First, gossip-based gajgpe
protocols tend to be simpler in the sense that tiheynot
maintain a distributed tree in the management aye8econd,
in tree-based aggregation, the result of an agtoega

commonly used byoperation is available on the so-called root nofi¢he tree,
andwhile in gossip-based aggregation, the result &laie on all

AVERAGE of device-level counters and other variable nodes. Third, failure handling is very different fioee-based

Examples of such aggregations are:
(a) average load across all network links;
(b) the number of active voice calls in a given domain.

aggregation than for gossip-based aggregationndfde fails, a
tree-based aggregation protocol needs to reconsthe
aggregation tree for which there are well
technigues. In gossip protocols, node failure camlygce mass

overlay. The

undestoo
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FIGURE 1: ARCHITECTURE OF THE DECENTRALIZED MONITORING SYSTEM
GOSSIP PROTOCOLS RUN IN THE MANAGEMENT OVERLAY(MIDDLE
LAYER)

loss (which is further explained in sectitl). Unfortunately,

the problem of mass loss has not been sufficiesttigied to
date. As a consequence, there is no gossip protiwol
monitoring aggregates available today that is rbloisnode
failures. We conclude that, in order to performomparative
assessment of tree-based and gossip-based aggmneddhid

problem of mass loss needs to be addressed first.

In this paper, we extend a gossip protocol3h which
computes a snapshot of the network aggregate aecifis
time, to a protocol that continuously produces stimate of
the aggregate as it changes over time. More impidytawe
extend the protocol in such a way that certain nmasgriants
hold, which makes the protocol robust against naagses of
node failures. We call the resulting protocol G-GAfer
Gossip-based Generic Aggregation Protocol. We ptbese
invariants for the synchronous and the asynchromerson of
the protocol. We evaluate G-GAP through simulatfonusing
on the accuracy of the estimates produced, thedfatetween
estimation accuracy and protocol overhead, thetioakhip
between accuracy and network size (i.e., scalghilnd, the
relationship between accuracy and failure rate fiobustness).
For the sake of comparison, we run the same simonlat
scenarios with a tree-based aggregation protobailt (has a
similar overhead), which provides us with insightoi the
performance of tree-based vs. gossip-based mangtori

The rest of the paper is organized as follows. iSedt
reviews related work. Section Il presents our gecot, starting
out with Push-Synopses [3], which is developed first into a
synchronous robust protocol, then an asynchronobsist
protocol, namely G-GAP. Section IV presents resiutisn our
experimental evaluation. Finally Section IV condadthe
paper and presents future work.

II.  RELATEDWORK

A paper by Renesse et al. [8] is the first workwndo us
where a gossip protocol is used in the context ohitoring
aggregates. Here, the authors present a hieralfgtgtraictured
monitoring system calledstrolabe. Aggregation functions are
computed using tree-based aggregation, while dmpsstocol
disseminates partial aggregates among peers ihig¢narchy.
The choice of using gossiping is motivated by adhig
robustness. In case a parent node fails, an elettiéi node
can replace the parent instantly. In contrast toresearch|8]

aims at providing periodic estimates of a (slowtyjanging
global aggregate, while the goal for our protoslta give a
continuous estimate of a global aggregate in resgrtime and
with high accuracy. Sincf8] uses a hierarchical aggregation
scheme, the authors do not address the problemas$ hoss
(see sectiofil) in gossip protocols as our work does.

Jelasity et al. ifi2] present a gossip protocol for computing
global aggregates. The protocol can be used fdrildited
polling or computing a snapshot of the system staterder to
support continuous monitoring of aggregates, théhaas
suggest restarting the protocol periodically, whichounts to
periodic polling. While the protocol if2] is not robust against
node failures, our protocol is robust in the sehseit recovers
lost mass for many types of node failures. (Siteegrotocol
in [2] is restarted periodically, mass loss does woumulate,
and estimation errors are mitigated in this way.)

In a paper by Kempe et 4B], the authors introduce a set
of gossip protocols for computing a number of aggtien
functions. The protocols presented do not direstiypport
continuous monitoring of an aggregate, and theynatgobust
to node failures. Our work is based on one of th@séocols,
and, in this paper, we extend it to support cotatirsu
monitoring and asynchrony and robust operation.

Godsi et al. iff6] present a gossip algorithm for estimating
the system size of a peer-to-peer system thatdsds and a
ring topology. The algorithm computes the averagerinode
distance on the ring to determine the system 3ike.protocol
is robust to node failures. It periodically genesaa wave that
moves around the ring for the purpose of deteatirags loss
and recovering from it. This work is similar to eun that the
protocol provides a continuous estimate and is sbbu node
failures. However, the specific recovery mecharisuifferent
form ours, since it relies on the ring topology asdlirectly
applicable only to estimating the system size.

Mehyar et al. in recent work which will be publishen
[20], present a distributed asynchronous algorittior
computing the average of local values on a netwoakh. The
algorithm is robust to graceful topology changed aan be
extended to support continuous estimation of awsagdhe
authors prove convergence of their algorithm fgeaeralized
asynchronous communication model that requireeteatual
delivery of sent messages. By contrast, while ouwtogol
makes stronger assumptions on the communicatioreinad
has the added advantage of exponential convergdumtb.
protocols are robust to discontiguous crash faslaed use a
similar approach to achieve robustness. (We doshoiv the
exponential convergence in this paper, but we priwe
robustness properties.) Additionally, the protocptesented
here can be adapted to a general range of aggredatictions
in a straight-forward way while this is not clear the protocol
of [20].

Ill.  THEPRroTOCOL G-GAP

A. Design goals and design approach

The management architecture.G-GAP is designed for a
management architecture shown in Figure 1, in wtdabh
network device participates in protocol processtmgrunning



a management process, either internally or on darrd, Round 0 {
associated device. (A monitoring node in Figur@fesponds 1 g=x;
to a management process.) These management pmcegsse 2. W =1;
communicate via a network overlay for the purpode p 3. send (s,w) to self }
monitoring a network-wide aggregate. We refer ie tiverlay Round r+1 {
also as thenetwork graph. A node of this graph represents a 1. Let {(s,w)} be all pairs sent to i
network device together with its management process during round r
Each node of the network graph has an associatad Ig 2§28 WEW )
. ) 3. choose shares «;;20 for all nodes |j
(management) variablex (t) >0. The local variable can such that ¥ a, =1
represent a MIB varlabl_e, e.g., a device counter. Inphper, 4. for all j send (. *s.a *w)to each j }
we assume that the variables are aggregated using AVERAGE. ! 5

It is also possible to use other aggregation functiamsh) &S  FIGURE 2: PusH-SYNOPSES- PSEUDOCODE FORNODE

SUM, MIN, or MAX with this protocol. The protocol executes in synchronized rounds, assum
Design goalsOur aim is to develop a distributed protocol for reliable and timely communication, such that a ragsssent
continuously computing aggregation functions in a scalablwithin a given round is guaranteed to be delivesétin that
and robust manner. The design goals for G-GAP are deund.

follows: )
For the analysis of the Push-Synopses protocolseex;

e Accuracy: for a given protocol overhead, the estimation )
error should be small, and the variance of the estimatioff refer to the value of variable at the end of round .
error across all nodes should be small. Protocol correctness relies crucially on the follayvinvariant
«  Controllability: it should be possible from a managementwhich expresses “mass conservation”.
station to control the tr_adeqff between protocol OVerhea?j’roposition 1 (Mass Conservation, Push-Synopség]) For
and accuracy of the'estlmatlon. all rounds r > 0,
e Scalability: for a fixed accuracy, the local protocol
overhead at any node or link should in general increask Zi Sri ZZi X
sub-linearly with the system size.
* Robustness: the protocol should be robust to node failures2. Zi W =n
and should allow for nodes dynamically joining and
leaving the network. During transient periods, the Proof: Since the only communication between noddsyi
estimation error due to reconfiguration should be small. message passing, it suffices to sh_ow that, if toperty holds
Design approach. G-GAP is based on “Push-Synopses’, abefore the main protocol cycle is simultaneouskyoeted at all

gossip protocol for computing aggregates proposed by Kemp'0des. then it holds after execution as well. Thss
et al.[3]. Here we consider Push-Synopses applied onlyeo thStraightforwardo

computation of averages, although we don't envisage any The Push-Synopses protocol tolerates message loss,
problems in adapting our results to more general s@s0ps provided that the underlying transport mechanisrargutees
such as those discussed in [3]. Our main contributiohig  that this is reported. In the event of message thssprotocol
paper is to extend the Push-Synopses protocol with a sditem retransmits the lost message to itself. The masservation
provide accurate estimates in the event of node failures @ivariant holds, if message loss is always repowitin the
different types. These extensions are introduced in two stepsame round the message is sent; if this cannoubegteed,
first, for the case of fully synchronized rounds wittaginteed,  then the statement of prop. 1 must be adaptedakigg into
timely message delivery; then, for the more generalaccount the “mass” of lost messages that werelseriave -
asynchronous case. so far - not been reported lost.

The protocol is given for the casepafling, i.e., where the

B. Push-Synopses ] . . )
riables x, are constant. It is easily adaptedctmtinuous

In the Push-Synopses protocol given in Figure 2, each nod&
i maintains, in addition to the local management variaplea ~ Monitoring, by sampling the value ok at each round and

weight w and asum s . The local estimate of the aggregate isadding the change i to § in step 2 of Figure 2. Step 2 for

|
computed asy; = s /W . Following [3] the protocol is given roundr then must be replaced by

for the case of a complete (i.e. fully connectegfvork graph 2. 5 =2 sl* (X X)) W =2 W
of n nodes. However, the protocol is easily adaptegréphs

where only adjacent nodes are allowed to commumitiaectly  The evaluation in section IV is done for a protacwidified in
with each other. This is the relevant case in pagctfor this way, since we consider continuous monitoringrem

scalability reasons. In this cage ; =0 if i # j and] is not ~relevantfroman application perspective.

adjacent ta.



Round 0 {
1 5 =sls; =s2s; = X;
2. w, =slw,; =s2w,; =1;
3. for each node | {
(rs,;,1w,) = (00)
//recovery share for node |
(sls ;. slw; ;) = (00)
//share sent previous round to j
(s2s j,s2w; ;) = (00) };
//share sent round before |ast
4. send (s5,w,00) to self
5. send (0000) to all other nodes }
Round r+1 {
1. let {(s,w,rs,rw)|I0L} be all nmessages
sent to i fromsender | during round r
2. S:ZI[LS\,; W:ZMLW:;
for all 10L let (rs,,rw,)=(rs,rw)
3. for all k that did not send a nessage {
§ =5 +sls +525 +IS,;
sls, =s2s, =r5, =0;
W =W+ SIW + S2W W
slw;  =s2w; . =rw, =0 }
4. for all j choose shares a,;20 such that
2., a@;=1and a;=0 whenever jOL
5. for all j {(s2s;,52w; ;) =(sls;,slw,;);
(sls j,slw; ;) = (@ ;5,0, ;W) }
6. for all | choose shares ;=0 such that
Ziﬂm =1 and B, =0 whenever jOLO{i}
7. for all |j
send (sls;,slw ;B3 (a8 —%).5,;(@a,w-1)) to | }

FIGURE 3: SYNCHRONOUSG-GAP — PSEUDO CODE FOR NODE

C. Synchronous G-GAP

In case of a crash failure (i.e., where the loc@lenstate is
lost) the Push-Synopses protocol of seciibB can no longer
be guaranteed to converge to the true value, dimedocal
variable of the failed node has been included

similarly and present arguments for the case o$trariables.)
Note that when the protocol is executed on netwgrdphs,
only state information for adjacent nodes need theed as
explained in subsection A.

The protocol in Figure 3 relies on five rather sgo
assumptions:

1. Reliable and timely message delivery: There is a
maximum communication delayt, <t, (the round
duration) such that a message sent from a htwla node
j at timet is delivered tg no later tham+t,, .

2. Synchronized rounds. Rounds are globally synchronized
to within some bound,, . That is, all live nodes start a

round withint, of each other.

3. Round atomicity: All protocol cycles are executed as
atomic statements. (Actually, it is sufficient thia¢ send
operation in step 7 is executed as an atomic dparpt

4. Discontiguous crash failures: No two nodes fail within
two rounds of each other. When running this pratoco
a network graph, this assumption translates toitiond
that adjacent nodes can not fail within a periotivaf
rounds.

5. Connectedness: No failure will cause a node to become
disconnected.

The assumption of a coarse round synchronicitynsllas
to unambiguously determine the value of a variahleing

each (global) round. As a consequence, the value xf
duringr can be denoted by, ;, the value ofsls ; by sls ; ;,
etc.

Round atomicity reduces, essentially, to atomicaoast,
since then the protocol cycles can be executednnttsingle
transaction. This can be realized efficiently omseophysical
media, but the general implications of this assimnptemain

i thto be investigated. Round atomicity ensures thating each

computation, and as a consequence, the mass catiserv round, if some message is received then all message

invariant does not hold after the failure. To restdhe
invariant, the contribution of the local variablé the failed
node to the total mass of the system needs tonheve.

In this subsection, we present a first adaptatiche Push-
Synopses protocol to the case of crash failuredemurather
strict assumptions. Later we show how these assonsptan
be partially lifted, at the expense of a somewhatentomplex
protocol. The first adaptation, the synchronous ARG
protocol, is shown in Figure 3.

The basic idea behind the restoration of the iawdiris that
a nodei distributes recovery sharess;; = 3 ,(a;;5 —x)to

received. With this, assumptions 1 and 2 guarahiztea round

durationt, can be found such that all messages are received

during the same round they were sent.

Node failure, then, can be detected as in step énwhe
node fails to receive a message from a neighbars,Tihnode

realizes in round that it has not received a message from node

k in the previous round, it concludes that n&akd not receive
the messagesls, , ...) it sent tok in roundr -1, neither dick
process the message2f,, ...) sent in roundr —2. Hence

nodei must in roundr in this situation restore not only its
recovery share fdkt but also the contributions it sentkdn the

each neighboj and every node keeps track of its previouslyyyo previous rounds.

sent messagesls, | and s2s, . This way, if nodg discovers

it usess, ., sls

thati has failed, i

;i and s2s;; to undo the

contribution of nodel to the computation of the aggregate.
(This discussion relates to tlsevariables of the local state. It

For the statement of the mass conservation profryG-
GAP we assume that round O by convention refershéo
initialization phase, and that all nodes are aliging this
round.

applies as well to the variables. In the following, we proceed Proposition 2 (Mass Conservation, SG-GAP)



Let L, be the set of nodes that are alive during round |4 °t

1. §=x;
r =0. Attheend of each round r 2. w=1;
3. L={};
1. ZiDLr Sr'i +ZiDLr,jDLr SZSr,i’j + 4. for each node j (rs;,rw;)=(00) ;
5. for each node j (sis;,sw,;)=(00) ;
ziDLr—l_erjDLr S i = ZiDLr X 6. send (s,w ,0000) to self;

. 7. for all j#i send (000000) to j }
2. oy, Wi+ Xion o S2Wi 5+ Sioe oo ™ =] Jround ret g
. 1. Let Rec be all messages received
Proof: See{19]. by i during round r

Invariant #1 can be explained as follows: the totalss | 2 § =2 sm: W = 2 o W)
YinL % ; at the end of roundr is the sum of three 8. for all j (acks; ackw,)=(0.0)

r T, 4. L =L Uorig(Rec)
components: 5. for all jON {

. a. (rg;.rw;)=(rg;,rw )+

1. Local mass: the sum the local states; of each live 3 e, (), (i) —acks(m), acka(m))

nodei, b. (acksackw )= (srs . sw )+
2. Lost mass: The sum of s2s ; , which were sent by 2 orig(my=; (S W(M))

. . " . }

currently live nodes to currently dead nodgsin round | 6. if (detected failure(j)) {

r-1, a. (§:w)=(s.W)+(rs;.rw ;)
3. Recovery mass: The sum ofrs, ;; which were sent in b- ES‘J:‘:VILJ):(QS,,’SWV.J)=(0,0)

" c. L=L\j
round r —1 from a now dead nodeto a currently live }
nodej 7. for all jOL {
a. choose a;20 such that » ;=1

D. Asynchronous G-GAP b. choose B;=0 such that

In this section we relax the synchrony assumptairSG- >,5,=1 and f§,=0
GAP. The basic idea is to drop the method of deteng the C. (35,5W,)=4, (@, -x).8, @w-1)
mass lost due to failures, vv_hlch relies on the IByorous d. send (a,s.a,w.55,.9w, acks.acke,)
nature of the network, and, instead, letting a nodepute to | T ‘ '
recovery shares incrementally, by explicitly ackfexging e (rs, W) =(rs, +a,S.mw, +a, W)
the mass it receives from a peer. The pseudo-codea f } c c S

protocol based on this idea, which we call Asynobis G- _
GAP, is shown in Figure 4. From an application poirview, FIGURE4:(ASYNCHRONOUY G-GAP—PSEUDO CODE FORNODE .

this asynchronous version of the protocol is thestmo are considered to be atomic, and the time axi®tdiscretized
significant protocol described here, and, therefore refer to  into pointst,,t,,... such that, at each instaiyt, exactly one of

it simply as G-GAP in the rest of this paper. Aghe case of L .
P . two events occurs on some nadeeither a protocol cycle is
SG-GAP, the protocol is given for polling and focemplete executed at node or nods fails.

network graph. The application of the protocolhia tontext of
general network graphs is described in subsedtid | (Note that this protocol does not consider thdedfanodes
an recover. We believe that an extension of tlo¢opol for

Compared to  SG-GAP, the assumption of roun his case is possible and we will pursue this i3sue

synchronization is removed, as is the assumptioninoély
message delivery. With these modifications, nodese Hess In the absence of round synchrony, local variahksd to
precise knowledge of each others’ state. For teéson, in  be sampled in a slightly different way than in tzse of SG-

addition to the recovery mass already introduce8GAGAP, a2  GAP. Here we apply the following convention: ifysa j is a
further pair(ackgj ,ackvvi’j) is included in the messages sen '
in step 7.d of Figure 4, in order to let nodes agdrdge the

. . + . . . .
receipt of messages. This pdacks, ;,ackw ;) is computed time instantt™ that is immediately upon completion of the

as what nodé believes to bg’s recovery information o, ~ corresponding event at ti””“E{tn |”D“’} :

t
local variable at node thens; ; refers to the value of, ; at

typically, the pair (rs;;,rw;;). However, lack of Concerning the communication model, we assumebtelia
synchronization and message transmission delays mee message transmission in the sense that a messageatge
these values different. (i.e., sent) by the execution of a protocol cydenadei is

regarded as “pending”, until either the destinatimadej fails

The asynchronous setting makes some changes ifilonota ' the message is read by the execution of a whboycle af.
convenient. Most importantly, we consider syste@nes'to be  \ye can thus define the following sets:

serialized in a discrete time model. That is, falevents and
protocol cycle executions (both of which we da#nsitions)



* M iendingtij-

destinatiorj which are pending at time .

The set of all messages from origirto

* Mg The set of messages from origin to

destinatiorj which are read during a transition on npdé¢
timet. If no transition takes place on nodat timet, then
M =0.

read,t,i,]

* My j: The set of messages from origin to

destinationj which are generated by nodehrough the
execution of a protocol cycle at timeAgain, if no cycle

is executed on nodeat timet, then erite’t‘i'j =0.

° Mtransit,t,i,j =M pending ti.j eritelj i . The set of
messages that are in transit, i.e., pending buge¢rated
at timet.

We obtain the following straightforward axiom refiieg
this model:

Axiom 1 (Communication model)For all nOw,

M pending o, j (M pending f,, i .j O™ Write £y ) =M g B |

Messages have the form@, w, srs, sws,acks,ackw) where
all variables are real-valued. We use the notation

Spending.ti ] = Z{s| Ow,srs,....swsrs,...J 1M pendmg’t'i’j}

and, similarly, for other variablew, srs, ..., and indicesead ,
write andtransit.

during [tfa” il +Atdem] . As discussed before, on a

general network graph, this assumption needs tb dvaly
locally, i.e., for each node and its immediate hbas.

Observe that no assumptions are made on transmissio
delays, node clock synchronization, or relativecklgpeeds.
The statement of mass conservation now needs ® itda&
account both received and pending messages.

Proposition 3 (Mass conservation, G-GAP) et L be the set
of all nodesand L, the set of live nodes at time t,, . Then, at

altimes t, >0:
1 Yoy, % = Zjovioy, Speding.,.ji F2iok, ok, 'S, *
ZiDHn,J'DL(n r(Spending,tn,j,i - aCkSpending tnoi i

2.

L

= 2 joLiot, Wendingt,,ji 2oL, Lo, MW jj +

n

2ok, ,iot, Woending,t,. i~ @KWpending 1, | j

Proof: Sed19].

Prop. 6 expresses that the total mass of the sy&temthe
sum of local variables at all live nodeEiDL(n %) can be
computed as the sum of the pending mass to alhtwges, plus
the sum of the recovery shares for the failed nadeake live

nodes, plus the sum of the pending recovery sharesis the
sum of the pending acknowledgements.

IV. EXPERIMENTALEVALUATION

We have evaluated G-GAP (called asynchronous G-BAP
section IIl.D) through extensive simulations using the
SIMPSON simulator, a discrete event simulator giltws us

For provably correct operation, the G-GAP protocolig simulate packet exchanges over large networkloges

requires the following assumptions to be satisfied:

1. Sdf messages: A message a node sends to itself will be
immediately available for reading. This assumptian be
lifted, we conjecture, by, for example, storing thessage
content in a local variable.

2. Correlated failure and message signaling: Message
generation / reading (as part of a execution evant
failure events occur in the same relative ordearabrigin
and a destination node. For instance, if a nodends a
messagen to nodg at timet, and at some later timg > t
nodei fails, then nod¢ can only detect the failure oafter
m s read. The reason for this assumption is tocamss

and packet processing on the network nodésIn various
scenarios, we measure the estimation error by G-GAkhe
network nodes, in function of the round rates,rtbvork size,
and the failure rate, in order to evaluate theqmoitagainst our
design objectives.

In addition to G-GAP, we run most simulation scérsr
also with GAP[4], a tree-based aggregation protocol that gives
an estimate of the aggregate at the root node.dlloiw's us to
compare the use of a gossip protocol with a prdtteat is
based on spanning trees for the purpose of momitoretwork-

wide aggregates. To make the comparison fair, wesaore the

performance metrics of both protocols for a comiplara

loss. A likely consequence of this in terms of Overhead. Anoverview of GAP is presentedl®)].

implementation is that failure signals are realizasl
messages and are buffered along with (other) messag

3. Discontiguousfailures: If a failure occurs, then no other
live node can fail until the failure event has bpercessed
by all nodes. More precisely, if a failure eventars at

time t;; , then, there is a timét ., such that, all nodes

A. Smulation setup and evaluation scenarios

Evaluation metrics. The main evaluation metric is the
estimation error of the protocols. For G-GAP, we compute the
estimation error as the (absolute) difference betwbe actual

aggregate and the estimate of the aggregate onotthes. For

each simulation run, we determine the average astimerror
over the simulation time and over all nodes. Initmig to
indicate the dispersion of the error values, weermleine the
90" percentile of the error values. In the case of GAP

alive at timet;, have processed the failure event by

tei + Atyge - IN @ddition, no node failures can occur



measurements relate to the root node, since timagstof the Other Simulation Parameters. In addition to the above,
aggregate is available only at this node. A seosvaluation we run the simulations with the following parametemnless
metric is themass loss, which measures the correctness of thestated otherwise.

protocol in the case of failures. e For G-GAP, the default round length is 250ms, which

Local variables. For all simulation runs, a local variable means 4 rounds/sec. For GAP, the maximum message

represents the number of HTTP flows that entem#itevork at

a specific router, and the aggregate representsctinent

average number of these flows in the network. Weikite the

behavior of the local variables based on packeeg&aptured
at the University of Twentgll]. Specifically, we use two
traces

The first trace, which we call the University of &mte
(UT) trace, is obtained as follows. Packet tracastured at
two measurement points were divided into 150sesats.

From each segmemt we sample every second the number of

HTTP flows that were traversing the measurememtpdihis
number gives the value of the local variakleof nodei at
time t. Across all segments, the average valug;a$ about 45
flows, and the standard deviation of the changevdsn two
consecutive values is about 3.4. The second treloich we
call Randomized Periodic UT trace, is obtained ¢slisg the
UT trace with a random periodic factor as follows.

X =int (1+ rand (0..1) c0£2nt 30)) X, ) where

rand(0..1) returns a random number uniformly distributed SC€nan

between 0 and 1, annk() the integer part of the argument.

The average value o{f across all segments is about 47b
and the standard deviation of the change betweem t

consecutive values is about 14. The second tremédes us
with local variables that have higher dynamics tltlaa first
trace.

Overlay topology. The overlay topologies used for our

simulations are generated by GoCHSt], a gossip protocol
that builds topologies with bidirectional edges aswhall

diameters. The protocol allows setting the (target)nectivity
of the overlay. For this evaluation of G-GAP, we dot

simulate the dynamics of GoCast. This means tlebtlerlay
topology does not change during a simulation runleks
stated otherwise, the overlay topology used insihaulations
has 654 nodes (this is the size of Abovenet, an.|8Hs

generated with target connectivity of 10, which darces an
average distance of 3.1hops and a diameter of 4hopise

overlay.

rate is 4 msg/sec per overlay link.

For all nodesi and timet, 0;;="+# of neighborsy@Nd
1
Bt,i,j— /# of neighbors

* Processing overhead: 1ms/cycle

Network delay across overlay links: 20ms

The length of a simulation run is 50sec, with amar

up period of 25sec and a measurement period of 25

SecC.

B. Estimation Accuracy vs. Protocol Overhead

In this experiment, we measure the estimation acgyuof
G-GAP and GAP in function of the protocol overhed&t run
simulations for round rates of 1, 2, 4, 6, 8 andviegssages per
sec. (For G-GAP, a round rate of 1 per sec meadais thie
protocol executes one round per second, i.e., mteqol cycle
per second. For GAP a round rate of 1 per sec maans
maximum of 1msg/sec on an overlay link). We run two
os for the evaluation of estimation accuracy

For the first scenario, we use the UT trace to kteu
ehavior of the local variables. Figure 5 shows tesults.
ach measurement point corresponds to one simulatio.
he top of the bar indicates the"9gercentile of the estimation
error.

As expected, for both protocols, increasing thendotate
results in the decreasing of the estimation effberefore, the
round rate controls the tradeoff between estimatiocuracy
and protocol overhead. In addition, for comparablerhead
(i.e. the same round rates), the average error-lBAB is
around 8 times that of GAP.

In the second scenario, we study the influence igier
dynamicity of the local variables by using the Ramded
Periodic UT trace to simulate behavior of the locatiables.
Figure 6 shows the results. The top of the barsatel the 90
percentile of the estimation error.

The result shows that the average estimation émrboth
protocols is larger than that in the UT trace (@e$ larger for

Failures. We assume a failure detection service in theG-GAP and 2-10 times for GAP). We explain this bygtfthat

system that allows a node to detect the failura okighbor.
For our simulations, we assume that the failurea afode is
detected within 1sec.

changes in the values of the local variables terizktthe larger
for this trace than for the UT trace. We observat tthe

estimation error for GAP is smaller than the efarG-GAP:

namely, by a ratio of 1.5 for low round rates agdabratio of 5
for high round rates. This ratio is smaller thaattfor the UT
trace.
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we conclude that GAP outperforms G-GAP in terms ol

accuracy.

C. Scalability

In this scenario, we measure the estimation acgwhG-
GAP and GAP in function of the network size. Thano rate

is set to 4 round/sec. We run simulations with GsiCa

generated overlays for networks of size 82,164652,1308,
2626 and 5232 nodes. The target connectivity afasbis 10,
which results in about 80% of the nodes having raneotivity
of 10 and the rest a connectivity of 11. We useUfigrace to

TABLE 1: TOPOLOGICAL PROPERTIES OG0CAST-GENERATED OVERLAYS
USED IN SIMULATIONS

#nodes | diameter| avg. distance
82 3 hops 2.1 hops

164 4 2.4

327 4 2.7

654 4 3.1

1308 5 34

2616 5 3.7

5232 6 4

simulate the behavior of the local variables. Topalal
properties of the overlays are presented in Table 1
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FIGURE 7: ESTIMATION ERROR VS NETWORK SIZE

D. Robustness against node failures

In this section, we evaluate the robustness priggeof G-
GAP in two scenarios. In the first scenario, weidadk the
mass conservation property of G-GAP for the case

Figure 7 shows the results. Each measurement poigiscontiguous failures (for which we proved thetpool to be

corresponds to one simulation run. The top of teitdicates
the 90" percentile of the estimation error.

We observe that for both protocols, the estimagomor
seems to be independent on the network size. lrgéneral
case, for synthetic traces generated by the sam@ldm)
process, we would expect such a result for both GA® G-

robust), and we compare the result to a gossipopobtfor
computing aggregates that is not robust. Thergomepare the
estimation accuracy of G-GAP and GAP by measurhng t
estimation error in function of the failure rate.

For the first scenario, we use the default topol¢éy4
nodes) and simulation settings as described iriosety.A,

GAP. Further[2] shows for a polling-based gossip protocol, and simulate the local weight changes using thetralde. We

that variance of the estimates of the global awegyoss all
nodes is independent of the network size. Thergftrs
simulation result is not entirely surprising.

Also, in this scenario, GAP clearly outperforms @BH5in
terms of accuracy.

generate failures as follows. Every 1.25sec, a riodelected
at random. The node fails and recovers after 1(b&te that
the generated failures are discontiguous, and ftrerghe
protocol is robust by design.)

We run the scenario with G-GAP and with G-GAP witho
failure recovery, which we call here G-GAP--. (lruro
simulation runs, G-GAP-- was realized by executigAP

of
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and skippingnodefailed calls.) During the simulation run, we monitoring of network-wide aggregates. The hardt far

measure the mass loss, computed

zm X, -zm S, _Zm_( Zj zsﬁm (t,i,j) in proposition

3.1 for the case of, and, similarly, for the case of. The
simulation is run for 150sec and Figure 8 showgdisealt.

As can be seen from the figure, G-GAP correcteffects
of node failures, and thus mass loss is transkentthe case of
G-GAP-- however, we observe that mass loss is owected
but accumulates over time. Note that mass losdeagositive
or negative. This scenario experimentally validatie
robustness property of our G-GAP implementationctvisays
that, as long as failures are discontiguous, th&opol recovers
lost mass and executes correctly.

8%naking the protocol robust against node failurasi ave
solved the problem for failures that are not candigs (i.e.,
neighbors do not fail in short time of each oth@ve formally
prove the correctness of the protocol by showiryg ithvariants
for mass conservation hold. Applying gossip pro®ctm
continuous monitoring is not possible without sotyithe
problem of mass loss due to node failures, andpdgier gives
a significant result in this direction. As we leadn Mehyar et
al. independently produced a similar result regemthich will
be published in [20].

The simulation results suggest that we have actid¢ve
design goals for G-GAP set outlihA. First, we have shown
that the tradeoff between estimation accuracy hadototocol

For the second scenario, we use the same simulatigfverhead can be controlled by varying the roune. féecond,

parameters as above but vary the failure rate idm10 node
failure/sec. Failure arrivals are generated by iag®o process,
and failures are uniformly distributed over all mimg nodes.
A node that failed recovers after 10sec and reappeathe
place it had in the overlay before the failure. dtitat there is
a chance that contiguous failures can occur artdhikachance
of contiguous failures increases with growing fisdluate.

We use the UT trace to simulate the behavior ofidbal
variables. Each simulation run of the scenaridbi@séc (which
includes a 25sec warm-up period).

Figure 9 shows the result obtained. Each measuteme

point corresponds to one simulation run. The tophef bars
indicate the 98 percentile of the estimation error.

As can be seen from the figure, the estimatiorr éorboth
GAP and G-GAP increases with the failure rate. \ide see
that the slope is steeper and the spread is wid€s{GAP than
for GAP. This result is somewhat surprising for W& would
have expected a gossip protocol to perform beattenpared to
a tree-based protocol, under high node failuresrate

V. DISCUSSIONAND FUTUREWORK

This paper makes two major contributions. Firstpresent
a gossip protocol,

with the traces we used, an estimation error ofesbf or less
can be achieved for all network sizes and failwenarios we
simulated. We have observed that the estimationracg of
the protocol, for a given overhead, does not seepemd on
the network size, which makes the protocol scaldbileally,

we have proven and validated that the protocololsust to
discontiguous failures.

The second contribution of this paper is a compagat
assessment of G-GAP with GAP, a fairly standard-based
aggregation protocol. The significance of this assent is a

omparison between gossip based and tree basedonumi

ur simulation results show that within the parameanges of
the simulation scenarios, the tree-based protoonsistently
outperforms the gossip-based protocol. For comparab
overhead, the tree-based protocol shows a smallerage
estimation error and a smaller variance of theretiian the
gossip-based protocol, independent of network sirel
independent of frequency of failures that occuhi network.

While more work in needed to evaluate the relative
advantages and disadvantages of tree-based vsp-hased
monitoring, this paper makes a significant contiitou to the
discussion towards a new paradigm for distributea-time
monitoring.

G-GAP, which enables continuous



Our simulation results show that the dynamics efltcal
variables influences the estimation accuracy in ARGNot
surprisingly, local variables with high dynamicadeto a lower
accuracy and vice versa.

Our experience shows that the choice of the overla

topology significantly affects the performance of33aP, e.g.,
the estimation accuracy of the protocol. Genergigaking, a
lower diameter and a higher connectivity of the rtaye
topology lead to a better performance. On the otieand,
increasing the connectivity increases the
management nodes for a given round rate. Takinthiallinto
account, we chose an overlay protocol that prodaagsiform
connectivity and, for our scenarios, we found obatta
connectivity of 10 is an appropriate choice for lHt@ae
monitoring purposes.

load dwe t

(5]

(6]

tn

(8]

9]

All simulation results given in this paper are for [10]
AVERAGE as the aggregation function. We expect the

performance of G-GAP to be affected by the pardicehoice
of the aggregation function. Specifically, in scéos with
contiguous failures, we expect the estimation emmrbe
different, and we plan to investigate this issuehier. For
instance, in the case of SUM, we expect the estimairror to
be larger, while we expect it to be smaller for MdNd MAX.

[11]

[12]

G-GAP, as presented in this paper, is robust apaing3

discontiguous node failures. Our simulations havens that
in the case of frequent contiguous failures whed&o f the
nodes are down, mass loss and hence estimatiors exao
accumulate. Therefore, in a real system, the pobtaould
have to be restarted in such cases. We see thiiptyssf
further improving the robustness of G-GAP and pmare
work in this direction. Further, a future publicatiwill include
a proof of the exponential convergence of G-GAP.
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