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#### Abstract

We develop a new sparse spectral method, in which the fast Fourier transform (FFT) is replaced by RA $\ell$ SFA (randomized algorithm of sparse Fourier analysis); this is a sublinear randomized algorithm that takes time $O(B \log N)$ to recover a $B$-term Fourier representation for a signal of length $N$, where we assume $B \ll N$. To illustrate its potential, we consider the parabolic homogenization problem with a characteristic fine scale size $\varepsilon$. For fixed tolerance the sparse method has a computational cost of $O(|\log \varepsilon|)$ per time step, whereas standard methods cost at least $O\left(\varepsilon^{-1}\right)$. We present a theoretical analysis as well as numerical results; they show the advantage of the new method in speed over the traditional spectral methods when $\varepsilon$ is very small. We also show some ways to extend the methods to hyperbolic and elliptic problems.
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1. Introduction. Multiscale modeling and computation have attracted a huge amount of attention in recent years, with the interest stemming mainly from multiscale problems in applied fields such as materials science, chemistry, complex fluids, and biology. Multiscale problems involve phenomena taking place on vastly different time and/or spatial scales. The influence of the small scales is important for the large scale behavior, but they are very expensive to simulate directly with numerical methods. For many practical problems, traditional computational methods are prohibitively expensive.

The goal of multiscale methods is to find an efficient way to incorporate the fine scales' effect in the numerical solution of the coarse dynamics. One way to do this is to analytically derive "effective" equations, which model the fine scale effects. This is done, for instance, in averaging [2], homogenization [4], and boundary-layer analysis [22]. These techniques are very useful when they are applicable. For general problems, however, there is typically no simple way to derive closed effective models. Another approach is taken by a more recent class of numerical methods, which model the fine scale effect numerically; in a sense they replace the manual derivation of effective equations by direct numerical simulation of the fine scale equations in small domains over a short time. Some early examples of this type of method are the Car-Parrinello method in quantum chemistry [8], the kinetic-hydrodynamic models of complex fluids [7], and the quasi-continuum method in solid mechanics [28]. Recently, a more comprehensive view of these approaches has been taken and put in

[^0]frameworks, which more systematically exploits this idea. The "equation-free" methods of Kevrekidis et al. [23, 29] and the heterogeneous multiscale method [12, 13] are examples of this. An overview listing more multiscale approaches is given in [11].

In this paper we will study the use of sublinear Fourier algorithms in the context of multiscale problems. This is a recently developed type of discrete Fourier transform method with a time complexity significantly smaller than $O(N)$ for an $N$-length signal, in particular much faster than the standard fast Fourier transform (FFT); in the sublinear methods, not all modes are computed, however. We focus here on the RAlSFA (randomized algorithm of sparse Fourier analysis) algorithm $[16,32,17,33]$. Given an error level $\alpha$, RA $\ell$ SFA computes a (near-)optimal $B$-term Fourier representation $R$ in time and space $\operatorname{poly}(B,|\log \delta|, \log N, \log M, 1 / \alpha)$, such that $\|S-R\|_{2}^{2} \leq(1+\alpha)\left\|S-\mathbf{P}_{B}(S)\right\|_{2}^{2}$, with success probability at least $1-\delta$, where $M$ is related to the machine precision of the computer, and $\mathbf{P}_{B}(S)$ is the optimal $B$ term Fourier representation of $S$ (obtained by retaining only the $B$ frequency modes of $S$ that have the largest amplitudes). The algorithm contains some random elements (which do not depend on the signal); the approach guarantees that the error of estimation is of order $\alpha\|S\|_{2}^{2}$ with probability exceeding $1-\delta$. The empirical experiments in [32, 33] present a practical (and improved) implementation of the algorithm, showing that it is of interest; i.e., it outperforms the FFT for reasonably large $N$. It convincingly beats the highly optimized FFTW implementation [15] of FFT when the number of grid points $N$ is reasonably large. For an eight-mode signal $(B=8)$, the crossover point lies at $N \simeq 70,000$ in one dimension and at $N \simeq 900$ for data on an $N \times N$ grid in two dimensions. When $B=64$, RAlSFA surpasses the FFTW, in one dimension, at $3 \times 10^{7}$.

Our study will focus on a model multiscale problem in the form of the parabolic PDE

$$
\begin{equation*}
\partial_{t} u-\partial_{x} a^{\varepsilon}(t, x) \partial_{x} u=0, \quad u(0, x)=f(x) \tag{1}
\end{equation*}
$$

with periodic boundary conditions, $x \in[0,2 \pi)$ and $a^{\varepsilon}(t, x+2 \pi)=a^{\varepsilon}(t, x)$. The coefficient $a^{\varepsilon}$ is bounded and uniformly positive,

$$
\begin{equation*}
0<a_{\min } \leq a^{\varepsilon}(t, x) \leq a_{\max } \quad \forall t, x \tag{2}
\end{equation*}
$$

where $a_{\min }$ and $a_{\max }$ are the minimum and maximum values of $a^{\varepsilon}$, respectively. It is also assumed to have a fine scale structure of characteristic length proportional to $\varepsilon$, or, more precisely, $\partial_{x}^{p} a^{\varepsilon} \sim \varepsilon^{-p}$. The typical example will be coefficients of the type $a^{\varepsilon}=a(x, x / \varepsilon)$ or $a^{\varepsilon}=a(x / \varepsilon)$, where $a$ is periodic in all arguments and $1 / \varepsilon \in \mathbb{N}$. The solutions in this case have a smooth profile on which rapid oscillations are superimposed; their period is proportional to $\varepsilon$. This problem has been widely studied in the context of multiscale problems; indeed, the solution's behavior when $\varepsilon \rightarrow 0$ is well understood through homogenization theory [4]. Numerically, the difficulty is related to the smallness of $\varepsilon$; direct methods must resolve the $\varepsilon$-scale to be accurate, and for a fixed tolerance the computational cost is at least $O\left(\varepsilon^{-d}\right)$ in $d$ dimensions. A number of methods have been proposed and tested for this problem, such as finite element methods with special multiscale basis functions [3, 19, 20, 21, 25], heterogeneous multiscale methods [1, 9, 26], equation-free methods [27], and wavelet-based numerical homogenization $[6,5,14]$.

In this paper we use a spectral method based on RAlSFA to solve (1). The main difference from earlier methods is that a randomized sampling algorithm is used to





FIG. 1. Comparison of a numerical solution to (1) with the traditional and sparse spectral method: size of Fourier modes for $t \in[0,3.2]$ (top), solution at $t=3.2$ (bottom left), and approximation error at $t=3.2$ (bottom right).
identify an optimal representation of the full solution; other methods either compute the representation explicitly or keep only a representation of the coarse scales.

The classical spectral method $[18,31]$ approximates the solution with the $N$ lowest Fourier modes and computes the spatial derivatives by the FFT and the inverse FFT at each time step. This gives a high accuracy compared to conventional difference methods. However, to capture the microstructure of length $\varepsilon$, the smallest length scale in the representation of the solution must be at least of the same order, and we must take $N \sim 1 / \varepsilon$ (see Corollary 3.3). It follows that for a fixed tolerance, the computational cost of the spectral method would be $O\left(\varepsilon^{-d}|\log \varepsilon|\right)$ per time step in $d$ dimensions. Hence, it is still very expensive to seek the solution of problem (1) when $\varepsilon \ll 1$.

A simple example will explain our motivation to replace FFT in the spectral method by RAlSFA. We consider (1) with coefficient $a^{\varepsilon}(x)=\left[1+0.5 \sin \left(\frac{x}{\varepsilon}\right)\right]^{-1}$, $\varepsilon=1 / 32$, and initial data $f(x)=1+0.5 \cos (x)$. We first solve it using a traditional spectral method and $N=512$. The bottom left subfigure in Figure 1 shows a snapshot of this reference solution at $t=3.2$. The top left subfigure shows the strength of the Fourier modes of the solution as a function of time; the gray scale level indicates
their absolute value (in $\log$ scale) from $t=0$ (top) to $t=3.2$ (bottom). It is clear that not only the diffusion coefficient $a^{\varepsilon}$ and the initial condition $f$ but also the full the solution $u$ are well approximated by a sparse Fourier representation. We then make a second experiment, where these functions are instead represented by only the 17 largest modes; the identity of these modes may change over time. In each time step we approximate the time derivative using RA $\ell$ SFA. Details are given in section 2.2. The corresponding results are shown in the top right and bottom left subfigures. At the scale of the plot, the results coincide. The precise difference between the RA $\ell$ SFA solution and the FFT solution is shown in the bottom right subfigure in $\log$ scale.

For this test we are thus able to get a solution very close to the reference solution with only $B \ll N$ modes if they are chosen as the largest modes of the solution. The numerical results are qualitatively the same when we take $a^{\varepsilon}=a(x, x / \varepsilon)$, and we also observe that, unlike in the traditional spectral method, the number of modes needed for a certain tolerance does not seem to increase when $\varepsilon$ becomes smaller. These numerical results stimulate us to explore the sparse spectral method further. With just $B \ll N$ modes in the representation of the solution, the time complexity of the sparse spectral method is only $\operatorname{poly}(B,|\log \varepsilon|, 1 / \alpha,|\log \delta|)$ per time step, or the time required to find a near-optimal $B$-term Fourier representation of the initial condition $f$ and the coefficient function $a^{\varepsilon}$. For small $\varepsilon$ it thus outperforms the traditional spectral method in cost per time step if $B$ depends only mildly on $\varepsilon$.

In this paper we study periodic problems with distinct scale separation of the type (1). We perform numerical experiments and analysis of a simplified setting. The results show that it is indeed possible to solve these problems at a computational cost that is essentially independent of the small scale parameter for fixed accuracy. We note that the gain compared to standard spectral methods comes not so much from the fact that the solution can be well represented by only a few modes but rather from the fact that there are large gaps in the spectrum between the modes, which is a recurring feature of multiscale problems. These gaps do not cost anything extra in the sparse method. We hope that the results in the paper will carry over to more complex problems where there are large gaps between the significant Fourier modes of the solution, including problems with time-dependent coefficients and nonlinear terms. More elaborate schemes will undoubtedly be needed for these problems though.

This paper is organized as follows. In section 2, we discuss the standard spectral method for (1) and introduce a new sparse spectral method based on the RAlSFA algorithm. In section 3, we analyze the approach in the simplified setting of fixed projections and show that the computational cost to achieve a given tolerance is much lower for the sparse spectral method. Next, in section 4, we give some numerical results for the error analysis. Finally, we show some ways to extend the methods to elliptic and hyperbolic problems in section 5.
2. Sparse spectral methods. In this section we discuss spectral methods for the parabolic PDE

$$
\begin{equation*}
\partial_{t} u-\partial_{x} a^{\varepsilon}(x) \partial_{x} u=0, \quad u(0, x)=f(x) \tag{3}
\end{equation*}
$$

See, e.g., [30]. We will compare a standard spectral method with a new sparse spectral method.

We discretize time uniformly with time step $\Delta t$ and denote $t_{n}=n \Delta t$. We let $U^{n}(x)$ be the approximation of the exact solution at $t=t_{n}$ so that $U^{n}(x) \approx u\left(t_{n}, x\right)$. This approximate solution will be band-limited with respect to $x$, uniformly in $t$; as a result, we can restrict ourselves to a uniform spatial grid $\left\{x_{j}\right\}$ in $x$, with $N=J / \varepsilon$
points along each dimension and spacing $\Delta x=\varepsilon / J$ for some constant $J$. We also denote the 1 -dimensional sphere (i.e., $[0,2 \pi]$, periodized) by $\mathbb{S}$.

We frequently consider $L^{2}$ functions on $\mathbb{S}$, and for such a function $f(x)$ we generically denote its Fourier coefficients by $\hat{f}_{k}$ :

$$
f(x)=\sum_{k} \hat{f}_{k} e^{i k x}
$$

The norm $\|\cdot\| \|_{m}$ will denote the $H^{m}$ Sobolev norm, and without subscript, the norm $\|\cdot\|$ always means the $L^{2}$ norm.
2.1. Standard spectral method. There are many versions of spectral schemes for (3). We take a very simple representative. The spatial approximation will be made with the low frequency projection

$$
\begin{equation*}
\left(P_{N} f\right)(x)=\sum_{|k|<N / 2} \hat{f}_{k} e^{i k x}, \quad f(x)=\sum_{k} \hat{f}_{k} e^{i k x} \tag{4}
\end{equation*}
$$

Hence, $P_{N}$ constructs a Fourier representation by simply taking the $N$ Fourier modes with the lowest frequencies. This gives a very high ("spectral") accuracy in space. We combine the low-frequency projection with a forward Euler discretization in time to get our standard spectral scheme:

$$
U^{n+1}=P_{N}\left[U^{n}+\Delta t \partial_{x} \tilde{a}^{\varepsilon} \partial_{x} U^{n}\right], \quad U^{0}=P_{N} f, \quad \tilde{a}^{\varepsilon}=P_{N} a^{\varepsilon}
$$

The solution can be represented by $N$ Fourier modes. By using the FFT, spatial derivatives, the projection $P_{N}$, and the multiplication $\tilde{a}^{\varepsilon} \partial_{x} U_{n}$ can all be computed in $O(N \log N)$ time. As we shall see below in Corollary 3.3, one typically needs to take $N \sim \varepsilon^{-1}$ to maintain fixed accuracy when $\varepsilon \rightarrow 0$.
2.2. Sparse spectral method. In this case we replace the projection $P_{N}$ by a RA $\ell$ SFA based projection. Put simply, we will project on the largest modes instead of the lowest modes as in the standard spectral method. This implies that the set of significant modes may vary in each time step, which is attractive in the sense that the approximation adapts to the solution. If the functions $f, a^{\varepsilon}$ and the solution $u^{\varepsilon}$ can be well represented by a few judicially chosen modes, the sparse method will have a small local truncation error. Since the scheme is also stable (see section 2.3), we expect a convergent method. We are, however, not able to conclude this rigorously, as the scheme is nonlinear and difficult to analyze, but a simplified analysis is given in section 3.

We introduce the projection operator $\mathbf{P}_{B}$, which finds the best $B$-term Fourier representation $R(x)$ for some fixed $B$. In precise notation a linear projection operator $\overline{\mathbf{P}}_{B}$ is constructed from an $L^{2}$ function $f$ and is subsequently applied to a, possibly different, function $g$ as follows:

$$
\left(\overline{\mathbf{P}}_{B}(f) g\right)(x)=R(x)=\sum_{\ell=1}^{B} \hat{g}_{k_{\ell}} e^{i k_{\ell} x}
$$

where $k_{1}, \ldots, k_{B}$ are the $B$ largest modes of $f$ :

$$
\begin{equation*}
\left\{k_{1}, \ldots, k_{B}\right\}=\mathcal{M}_{B}(f):=\underset{\substack{\Lambda \subset \mathbb{Z} \\ \# \Lambda=B}}{\operatorname{argmax}} \sum_{k \in \Lambda}\left|\hat{f}_{k}\right|^{2} . \tag{5}
\end{equation*}
$$

The operator $\mathbf{P}_{B}$ is then defined as $\mathbf{P}_{B}(f):=\overline{\mathbf{P}}_{B}(f) f$.
Remark. Note that $\mathbf{P}_{B}$ is indeed a projection since $\mathcal{M}_{B}\left(\overline{\mathbf{P}}_{B}(f) f\right)=\mathcal{M}_{B}(f)$, and therefore $\mathbf{P}_{B} \circ \mathbf{P}_{B}(f)=\overline{\mathbf{P}}_{B}\left(\overline{\mathbf{P}}_{B}(f) f\right) f=\mathbf{P}_{B}(f)$. The operator $\mathbf{P}_{B}$ is, however, not linear: the number $B$ of modes is fixed, but not the identity of the modes, so that $\mathbf{P}_{B}(f+g) \neq \mathbf{P}_{B}(f)+\mathbf{P}_{B}(g)$ in general. (For a fixed $f$ the operator $\overline{\mathbf{P}}_{B}(f)$ is clearly linear though.) Moreover, if $B$ is kept fixed, multiplication and addition operations may lead to undesirable growth of errors. For example, let $B=2$. Suppose $f=$ $\phi_{3}+0.9 \phi_{7}$ and $g=\phi_{1}+0.8 \phi_{4}$. Then $\mathbf{P}_{2}(f)=f$ and $\mathbf{P}_{2}(g)=g$. However, $\mathbf{P}_{2}(f+g)=$ $\phi_{1}+\phi_{3} \neq \mathbf{P}_{2}(f)+\mathbf{P}_{2}(g)$, and the relative error $\left\|f+g-\mathbf{P}_{2}(f+g)\right\| /\|f+g\|=0.42$ is quite large.

The sparse scheme then reads

$$
\begin{equation*}
U^{n+1}=\mathbf{P}_{B}\left(P_{N}\left[U^{n}+\Delta t \partial_{x} \tilde{a}^{\varepsilon} \partial_{x} U^{n}\right]\right), \quad U^{0}=\mathbf{P}_{B}\left(P_{N} f\right), \quad \tilde{a}^{\varepsilon}=\mathbf{P}_{B}\left(P_{N} a^{\varepsilon}\right) \tag{6}
\end{equation*}
$$

In each step the solution is represented by $B \ll N$ modes, whose identity may change over time. We assume that we have $N$-term approximations of $a^{\varepsilon}$ and $f$. By applying RA $\ell$ SFA to these $N$-term approximations, we can then obtain (near-optimal) $B$-term Fourier representations. In other words, RA€SFA can be used to approximate the $\mathbf{P}_{B}\left(P_{N} \cdot\right)$ projection operator. The complexity for this is $O(B \log N)$. In subsequent steps $U^{n}$ and $\tilde{a}^{\varepsilon}$ are both supported on a maximum of $B$ modes. Consequently, $U^{n}+\Delta t \partial_{x} \tilde{a}^{\varepsilon} \partial_{x} U^{n}$ is supported on a maximum of $B+B^{2}$ modes. Applying $\mathbf{P}_{B}$ to such a short signal is easier, and the RAlSFA algorithm is not necessary: in every time step, we compute the coefficients of the $B+B^{2}$ modes by simple convolution, we sort them, and we retain only the largest $B$; this can be done in $O\left(B^{2} \log B\right)$ time. Hence, the complexity is $O(B \log N)$ for the initial data and $O\left(B^{2} \log B\right)$ for every subsequent time step.

Alternatively, if the samples of $a^{\varepsilon}$ are given, then these values can be used whenever we need to estimate, e.g., samples of $a^{\varepsilon}(x) \partial_{x} U^{n}(x)$, without explicitly decomposing $a^{\varepsilon}(x)$ into its most important modes. In this case we can use RA $\ell S F A$ in each time step. Since $U^{n}(x)$ is supported on at most $B$ modes, the sampling cost is $O(B)$, and we get a $O\left(B^{2} \log N\right)$ cost in each time step. This more expensive strategy may be necessary when $a^{\varepsilon}$ is time-dependent.

Remark. We may get good approximation of $a^{\varepsilon}$ with many fewer modes than needed for the $U^{n}$. In this case, we could introduce two numbers, $B_{a}$ and $B_{U}$, giving the number of modes we retain for $a^{\varepsilon}$ and $U^{n}$, respectively. Then the first method would require $O\left(B_{a} B_{U} \log B_{U}\right)$ cost for all time steps after the first (assuming $\left.B_{a} \ll B_{U}\right)$ and the second method $O\left(B_{U}^{2} \log N\right)$.

Remark. The sparse scheme may be seen as an adaptive Galerkin method, where the approximation subspace is spanned by a set of Fourier modes that can change in every time step. RAЄSFA provides the adaptation algorithm, driving the method to use subspaces corresponding to the largest Fourier modes of the solution.

One can also improve the projection and use a projection which also takes into account the size of the time derivative of the solution. Let $\overline{\mathbf{Q}}_{B}$ be defined as

$$
\overline{\mathbf{Q}}_{B}(f) g=\sum_{\ell=1}^{B^{\prime}} \hat{g}_{k_{\ell}} e^{i k_{\ell} x}, \quad\left(k_{1}, \ldots, k_{B^{\prime}}\right)=\mathcal{M}_{B}(f) \cup \mathcal{M}_{B}\left(\partial_{x} a^{\varepsilon} \partial_{x} f\right)
$$

with $\mathcal{M}_{B}$ defined in (5). Then we set $\mathbf{Q}_{B}(f):=\overline{\mathbf{Q}}_{B}(f) f$. Hence, when $v$ solves (1), then $\mathbf{Q}_{B}(v)$ projects $v$ on the largest modes of $v$ and $v_{t}$. By replacing $\mathbf{P}_{B}$ with $\mathbf{Q}_{B}$
in the adaptive scheme, we get the improved sparse spectral scheme

$$
\begin{equation*}
U^{n+1}=\mathbf{Q}_{B}\left(P_{N}\left[U^{n}+\Delta t \partial_{x} \tilde{a}^{\varepsilon} \partial_{x} U^{n}\right]\right), \quad U^{0}=\mathbf{Q}_{B}\left(P_{N} f\right) \tag{7}
\end{equation*}
$$

The complexity for this scheme is similar to the one above.
2.3. Stability. The numerical stability of the sparse scheme can be studied as follows. For any function $u(x)$ one can easily derive that, as long as $a^{\varepsilon}>0$,

$$
\left\langle u, \partial_{x} a^{\varepsilon} \partial_{x} u\right\rangle=-\left\langle u_{x}, a^{\varepsilon} u_{x}\right\rangle=-\left\langle\frac{1}{a^{\varepsilon}} a^{\varepsilon} u_{x}, a^{\varepsilon} u_{x}\right\rangle \leq-\frac{1}{a_{\max }}\left\|a^{\varepsilon} u_{x}\right\|^{2}
$$

and

$$
\left\|P_{N} \partial_{x} u\right\|^{2}=\sum_{|k|<N / 2} k^{2} \hat{u}_{k}^{2} \leq \frac{N^{2}}{4} \sum_{|k|<N / 2} \hat{u}_{k}^{2}=\frac{N^{2}}{4}\left\|P_{N} u\right\|^{2}
$$

All the spectral schemes discussed above can be written in the form

$$
U^{n+1}=P^{n+1} W^{n+1}, \quad W^{n+1}=U^{n}+\Delta t \partial_{x} a^{\varepsilon} \partial_{x} U^{n}, \quad P_{N} P^{n}=P^{n}
$$

The standard spectral scheme uses simply $P^{n}=P_{N}$, while the sparse scheme has $P^{n}=\overline{\mathbf{P}}_{B}\left(P_{N} W^{n}\right)$ or $P^{n}=\overline{\mathbf{Q}}_{B}\left(P_{N} W^{n}\right)$. Clearly, $P_{N} P^{n}=P^{n}$ implies $P_{N} U^{n}=U^{n}$. Therefore, as long as $\tilde{a}^{\varepsilon}$ keeps the positivity imposed on the exact $a^{\varepsilon}$, we will have

$$
\begin{aligned}
\left\|U^{n+1}\right\|^{2} & =\left\|P^{n+1} W^{n+1}\right\|^{2} \leq\left\|W^{n+1}\right\|^{2} \\
& =\left\|U^{n}\right\|^{2}+2 \Delta t\left\langle U^{n}, \partial_{x} \tilde{a}^{\varepsilon} \partial_{x} U^{n}\right\rangle+(\Delta t)^{2}\left\|\partial_{x} \tilde{a}^{\varepsilon} U_{x}^{n}\right\|^{2} \\
& \leq\left\|U^{n}\right\|^{2}-2 \Delta t \frac{1}{\tilde{a}_{\max }}\left\|\tilde{a}^{\varepsilon} \partial_{x} U^{n}\right\|^{2}+\left(\frac{N \Delta t}{2}\right)^{2}\left\|\tilde{a}^{\varepsilon} \partial_{x} U^{n}\right\|^{2} \\
& =\left\|U^{n}\right\|^{2}-\Delta t\left\|\tilde{a}^{\varepsilon} \partial_{x} U^{n}\right\|^{2}\left(\frac{2}{\tilde{a}_{\max }}-\frac{N^{2} \Delta t}{4}\right)
\end{aligned}
$$

This shows that all the spectral schemes are stable as long as the CFL condition

$$
\Delta t \leq \frac{8}{N^{2} \tilde{a}_{\max }}
$$

holds and the approximated coefficient stays positive, i.e., $\tilde{a}^{\varepsilon}(x)>0$ for all $x$.
Remark. As we see this puts a severe constraint on the time step also for the sparse spectral scheme. In fact, the time step must be taken proportional to $N^{-2}$, which, as we will see below, amounts to $\Delta t \sim \varepsilon^{2}$ if we shall maintain a fixed accuracy when $\varepsilon \rightarrow 0$. In this paper, however, we are not concerned with the trade-off between complexity and accuracy in the time-stepping, just in the spatial approximation.

In principle there are ways to deal with the small scale also in the time-stepping. Implicit schemes will alleviate the stability constraint, but in general we will still need to take $\Delta t \sim \varepsilon$ to maintain accuracy since $u_{t}^{\varepsilon} \sim \varepsilon^{-1}$. When $a^{\varepsilon}$ varies slowly in time one can, however, do better. Then it is not necessary to update the projection in every time step, and one can consider schemes of the following type: Initial data is approximated as

$$
U^{0}=\mathbf{Q}_{B}(f), \quad Q^{0}=\overline{\mathbf{Q}}_{B}(f)
$$

For $n>0$, we compute recursively

$$
\begin{equation*}
\partial_{t} v^{n}-Q^{n} \partial_{x} a^{\varepsilon}\left(t_{n}, x\right) \partial_{x} v^{n}=0, \quad v^{n}(0, x)=U^{n}(x) \tag{8}
\end{equation*}
$$

and

$$
U^{n+1}=\mathbf{Q}_{B}\left(v^{n}(\Delta t, \cdot)\right), \quad Q^{n+1}=\overline{\mathbf{Q}}_{B}\left(v^{n}(\Delta t, \cdot)\right)
$$

This is accurate if we take $\Delta t \sim 1 /\left|a_{t}^{\varepsilon}\right|$, which is assumed independent of $\varepsilon$. Moreover, since $Q^{n} U^{n}=U^{n}$,

$$
\frac{1}{2} \frac{d}{d t}\left\|v^{n}(t, \cdot)\right\|^{2}=\left\langle v^{n}, v_{t}^{n}\right\rangle=-\left\langle Q^{n} v_{x}^{n}, a^{\varepsilon} Q^{n} v_{x}^{n}\right\rangle \leq 0
$$

and therefore

$$
\left\|U^{n+1}\right\|^{2} \leq\left\|v^{n}(\Delta t, \cdot)\right\|^{2}=\left\|v^{n}(0, \cdot)\right\|^{2}=\left\|U^{n}\right\|^{2}
$$

Thus, the scheme is unconditionally stable and we can take $\Delta t$ as large as we like. As for complexity, (8) can in principle be solved exactly at $\varepsilon$-independent cost. It reduces to a linear ODE for the $B$ modes in $Q^{n}$, with a $B \times B$ system matrix. One could also potentially use adaptive implicit ODE methods or projective integration techniques to solve (8) at a cost independent of $\varepsilon$. We will, however, not pursue these possibilities in the present paper.

Remark. The RAЄSFA algorithm gives only an approximation of $\mathbf{P}_{B}\left(P_{N} \cdot\right)$ and is reliable only with some fixed probability. This introduces additional errors in the computations, in particular if RA$\ell$ SFA is used in every time step. The error level $\alpha$ can be set in the algorithm, and also the success probability $1-\delta$. The latter will cause $O(1)$ errors in the approximation on average $\delta / \Delta t$ times when RA $\ell$ SFA is called upon in every time step. We will not analyze these errors in detail, but note that if the scheme we use is stable, their effect should be limited if we take, e.g., $\alpha, \delta \sim \Delta t^{2}$. With some adaptation of RA $\ell$ SFA to the present case, one could probably use larger $\alpha, \delta$.
3. Analysis for fixed projections. Numerical tests indicate that our sparse spectral scheme very quickly settles on a projection which does not change much when $a^{\varepsilon}$ is time-independent. (See, e.g., Figure 1.) As a first step it therefore makes sense to study the case when we have a fixed (time-independent) projection but not necessarily just a low-frequency projection. In this section we shall study this case. Since the projection is fixed, we can consider semidiscrete schemes where time is continuous. More precisely, we shall be interested in approximating (1) by spectral schemes of the form

$$
\begin{equation*}
\partial_{t} v-P \partial_{x} a^{\varepsilon}(t, x) \partial_{x} v=0, \quad v(0, x)=v_{0}(x), \quad P v_{0}=v_{0} \tag{9}
\end{equation*}
$$

where $P$ is a time-independent projection of $L^{2}(\mathbb{S})$ to a finite-dimensional subspace, and as before, $0<a_{\min } \leq a^{\varepsilon}(t, x) \leq a_{\max }$. The typical situation below is that $P$ is a projection on a certain set of Fourier modes. If $P$ projects on all modes smaller than a number $N$, this is the classical (semidiscrete) spectral scheme.
3.1. General error analysis. Let us first state a general theorem on the approximation quality of $v(x)$ in (9) compared to the solution $u(x)$ of (1). The statement is similar to Céa's lemma in finite element analysis [10], in the sense that they both relate the approximation error of the exact solution in the chosen subspace to the error in the numerical solution.

ThEOREM 3.1. Suppose $P$ is a time-independent, linear, and orthogonal projection operator on $L^{2}(\mathbb{S})$. Let $e=u-v$ be the difference between the spectral and the exact solution $u$ of (1). Let $\delta=u-P u$ be the approximation error of the exact solution. Then

$$
\|e(t, \cdot)\|^{2}+\int_{0}^{t}\left\|e_{x}(s, \cdot)\right\|^{2} d s \leq c\left\|P f-v_{0}\right\|^{2}+c\|\delta(t, \cdot)\|^{2}+c^{\prime} \int_{0}^{t}\left\|\delta_{x}(s, \cdot)\right\|^{2} d s
$$

The constants depend only on $a_{\min }$ and $a_{\max }$, not on derivatives of $a^{\varepsilon}$.
Proof. Divide $e$ into two parts

$$
e=\delta+\eta, \quad \delta=u-P u, \quad \eta=P u-v
$$

and set $\eta_{0}(x):=\eta(0, x)$. From the equation for $u($ see $(1))$ and $v($ see $(9))$, which differ only by the presence of $P$ in (9), we get

$$
\begin{align*}
\partial_{t} \eta-P \partial_{x} a^{\varepsilon} \partial_{x} \eta & =\partial_{t} P u-\partial_{t} v-P \partial_{x} a^{\varepsilon} \partial_{x} P u+P \partial_{x} a^{\varepsilon} \partial_{x} v \\
& =P \partial_{t} u-P \partial_{x} a^{\varepsilon} \partial_{x}(u-\delta)=P \partial_{x} a^{\varepsilon} \partial_{x} \delta \tag{10}
\end{align*}
$$

where we also used that $P$ and $\partial_{t}$ commute. Let us define the weighted (timedependent) norm

$$
\|u\|_{a}^{2}:=\int_{0}^{2 \pi} u(x)^{2} a^{\varepsilon}(t, x) d x
$$

Since $\eta_{0}=P f-v_{0}=P \eta_{0}$, we will clearly have $P \eta(t, x)=\eta(t, x)$ for all $t \geq 0$. Using integration by parts, we then get

$$
\begin{aligned}
\frac{d}{d t}\left(\|\eta\|^{2}+\int_{0}^{t}\left\|\eta_{x}\right\|_{a}^{2} d t\right) & =2\left\langle\eta, \eta_{t}\right\rangle+\left\|\eta_{x}\right\|_{a}^{2} \\
& =2\left\langle\eta, P \partial_{x} a^{\varepsilon} \partial_{x} \eta\right\rangle+2\left\langle\eta, P \partial_{x} a^{\varepsilon} \partial_{x} \delta\right\rangle+\left\|\eta_{x}\right\|_{a}^{2} \\
& =2\left\langle\eta, \partial_{x} a^{\varepsilon} \partial_{x} \eta\right\rangle+2\left\langle\eta, \partial_{x} a^{\varepsilon} \partial_{x} \delta\right\rangle+\left\|\eta_{x}\right\|_{a}^{2} \\
& =-\left\langle\eta_{x}, a^{\varepsilon} \eta_{x}\right\rangle-2\left\langle\eta_{x}, a^{\varepsilon} \delta_{x}\right\rangle \\
& \leq-\left\|\eta_{x}\right\|_{a}^{2}+2\left\|\eta_{x}\right\|_{a} \cdot\left\|\delta_{x}\right\|_{a} \leq\left\|\delta_{x}\right\|_{a}^{2}
\end{aligned}
$$

Consequently,

$$
\|\eta\|^{2}+\int_{0}^{t}\left\|\eta_{x}\right\|_{a}^{2} d s \leq\left\|\eta_{0}\right\|^{2}+\int_{0}^{t}\left\|\delta_{x}\right\|_{a}^{2} d s
$$

and therefore

$$
\|e\|^{2}+\int_{0}^{t}\left\|e_{x}\right\|_{a}^{2} d s \leq\left\|\eta_{0}\right\|^{2}+\|\delta\|^{2}+2 \int_{0}^{t}\left\|\delta_{x}\right\|_{a}^{2} d s
$$

The final result follows from the equivalence of the $\|\cdot\|_{a}$ norm and the usual $L^{2}$ norm:

$$
\frac{1}{a_{\max }}\|u\|_{a}^{2} \leq\|u\|^{2} \leq \frac{1}{a_{\min }}\|u\|_{a}^{2}
$$

Remark. This theorem tells us that if we can find a projection that is good for the exact solution and its derivative, then the corresponding spectral scheme will also
give a good approximation of the solution and the derivative. More precisely, if $P$ approximates $u$ well in $H^{1}$, then $v$ approximates $u$ well in $H^{1}$ for $t>0$. This means we have a pointwise correct solution. We note also that it is not enough for $P$ to approximate $u$ well in just $L^{2}$. (An example is to take the homogenization problem with $a^{\varepsilon}(x)=a(x / \varepsilon)$, where $a(y)$ is 1-periodic. If a projection on the lowest, say $\varepsilon^{-1} / 4$, modes is used, the $L^{2}$ error of the solution goes to zero as $\varepsilon \rightarrow 0$, but the spectral approximation does not converge to the exact solution.)

Of course, the big problem here is how to find that good projection, preferably on a very low-dimensional subspace. This motivates using RA€SFA for finding the right frequencies.

Remark. We have not assumed that $P \partial_{x}=\partial_{x} P$. This means that, so far, the analysis holds also for, e.g., wavelet projections and not just Fourier projections.
3.2. Standard spectral scheme. In this case we have $P=P_{N}$, the projection on the lowest $N$ modes, and we take $v_{0}=P_{N} f$. We can then use the following result on spectral accuracy: for any $u \in H_{m}$,

$$
\begin{equation*}
\left\|u-P_{N} u\right\| \leq \frac{1}{N^{m}}\left\|\partial_{x}^{m} u\right\| \tag{11}
\end{equation*}
$$

For the solution $u^{\varepsilon}$ to (1) we thus have

$$
\begin{equation*}
\left\|P_{N} u^{\varepsilon}-u^{\varepsilon}\right\| \leq \frac{1}{N^{m}}\left\|\partial_{x}^{m} u^{\varepsilon}\right\|, \quad\left\|P_{N} u_{x}^{\varepsilon}-u_{x}^{\varepsilon}\right\| \leq \frac{1}{N^{m-1}}\left\|\partial_{x}^{m} u^{\varepsilon}\right\| . \tag{12}
\end{equation*}
$$

We next use a theorem estimating $u^{\varepsilon}$ in terms of initial data $f$.
Let us first define the set $\mathcal{E}$ as all functions $v(t, x, \varepsilon)$ which are infinitely differentiable in $t, x$ and for which there are constants $C_{p q}$ independent of $\varepsilon$ such that

$$
\left|\partial_{t}^{p} \partial_{x}^{q} v\right|_{\infty} \leq C_{p q} \varepsilon^{-q} \quad \forall p, q, \varepsilon \geq 0
$$

A typical member of $\mathcal{E}$ would be $v(t, x, \varepsilon):=a(x, x / \varepsilon)$, where $a(x, y) \in C^{\infty}$.
Remark. The variables $x, t$, and $\varepsilon$ play very different roles; for this reason, we shall, with a slight abuse of notation, write $v^{\varepsilon}(t, x)$ instead of $v(t, x, \varepsilon)$ for $v \in \mathcal{E}$. Typically, we would consider a sequence $\varepsilon_{m}$ of values for $\varepsilon$, with $\varepsilon_{m} \underset{m \rightarrow \infty}{ } 0$, and be interested in the asymptotic behavior, for $m \rightarrow \infty$, of the sequence of functions $v^{m}(t, x):=v\left(t, x, \varepsilon_{m}\right)$, or, with our new notation, $v^{m}(t, x):=v^{\varepsilon_{m}}(t, x)$.

We then have the following theorem.
ThEOREM 3.2. Suppose that $a^{\varepsilon}(t, x) \in \mathcal{E}$ and that $u^{\varepsilon}$ is the solution to (1) with initial data $f \in H^{M}$. Then for all $1 \leq p \leq M$ and $t>0$ there are constants $C(p, T)$ independent of $\varepsilon$ such that

$$
\begin{equation*}
\left\|\partial_{x}^{p} u^{\varepsilon}\right\| \leq \frac{C(p, t)}{\varepsilon^{p-1}}\|f\|_{p}, \quad\left\|u^{\varepsilon}\right\| \leq\|f\| . \tag{13}
\end{equation*}
$$

This bound on the solution by a constant times initial data is standard for parabolic equations, but we include a proof in Appendix A to show precisely how the constant in the estimate depends on $\varepsilon$. The proof uses energy estimates along well-known lines.

Together with (12) we get

$$
\begin{equation*}
\left\|P_{N} u^{\varepsilon}-u^{\varepsilon}\right\| \leq \frac{C_{1}(m, t)}{N^{m} \varepsilon^{m-1}}, \quad\left\|P_{N} u_{x}^{\varepsilon}-u_{x}^{\varepsilon}\right\| \leq \frac{C_{2}(m, t)}{(\varepsilon N)^{m}} \tag{14}
\end{equation*}
$$



Fig. 2. The $R_{b}^{\varepsilon}$ projection. Solid rectangles have width $2 b$ and correspond to the pass region in frequency space.
when $f \in H^{m+1}$. Since $\delta=u^{\varepsilon}-P_{N} u^{\varepsilon}$ in Theorem 3.1, we furthermore obtain

$$
\|e(t, \cdot)\|^{2}+\int_{0}^{t}\left\|e_{x}(s, \cdot)\right\|^{2} d s \leq \frac{C_{1}^{\prime}(m, t)}{N^{2 m} \varepsilon^{2 m-2}}+\frac{1}{\varepsilon^{2 m} N^{2 m}} \int_{0}^{t} C_{2}^{\prime}(m, s) d s \leq \frac{C(m, t)}{(\varepsilon N)^{2 m}}
$$

if $v_{0}=P_{N} f$. We have thus proved the following corollary.
Corollary 3.3. Suppose $f \in H^{m+1}$. If $P=P_{N}$ and $v_{0}=P_{N} f$ in (9), then

$$
\|e(t, \cdot)\|^{2}+\int_{0}^{t}\left\|e_{x}(s, \cdot)\right\|^{2} d s \leq \frac{C(m, t)}{(\varepsilon N)^{2 m}}, \quad e=u-v
$$

Thus for $t>0$ fixed, the $L^{2}$ error is of the order $O\left(1 /(N \varepsilon)^{m}\right)$, and for a fixed tolerance, we need to take "a fixed number of modes per wavelength": $N \sim \varepsilon^{-1}=J$. Note that for any $T>0$ this estimate is equivalent to an $L^{2}\left(H^{1}\right)$ estimate and thus controls the error pointwise at least for almost all $0<t<T$.
3.3. Error analysis and complexity for a sparse spectral scheme. It is clear from Figure 1 that in practice the significant modes cluster around multiples of $1 / \varepsilon$ in the homogenization problems where $a^{\varepsilon}$ is either of the form $a(x / \varepsilon)$ or $a(x, x / \varepsilon)$. We will here show that it is in fact also enough to track only these modes to still maintain an accurate solution. We thus consider the fixed projection $R_{b}^{\varepsilon} P_{N}$, where

$$
\left(R_{b}^{\varepsilon} u\right)(x)=\sum_{|j| \leq b} \sum_{\ell \in \mathbb{Z}} \hat{u}_{\ell n+j} e^{i(\ell n+j) x}, \quad n=1 / \varepsilon \in \mathbb{N} .
$$

The projection is on modes in a $b$-wide band around multiples of $1 / \varepsilon$; see Figure 2 . Clearly, $R_{b}^{\varepsilon}$ commutes with both $P_{N}$ and $\partial_{x}$ so that $P_{N} R_{b}^{\varepsilon}=R_{b}^{\varepsilon} P_{N}$ and $\partial_{x} R_{b}^{\varepsilon}=R_{b}^{\varepsilon} \partial_{x}$.

We then study the semidiscrete scheme

$$
\begin{equation*}
\partial_{t} v-R_{b}^{\varepsilon} P_{N} \partial_{x} a^{\varepsilon}(x) \partial_{x} v=0, \quad v(0, x)=R_{b}^{\varepsilon} P_{N} f(x) \tag{15}
\end{equation*}
$$

We look at two kinds of coefficients: $a^{\varepsilon}(x)=a(x / \varepsilon)$ and $a^{\varepsilon}(x)=a(x, x / \varepsilon)$. As we will see, for these cases, even the fixed projection $R_{b}^{\varepsilon}$ will allow us to remove the $\varepsilon$-dependence for the complexity at fixed accuracy. In terms of accuracy the adaptive sparse scheme should in principle be able to do at least as well.
3.3.1. The case when $\boldsymbol{a}^{\boldsymbol{\varepsilon}}=\boldsymbol{a}(\boldsymbol{x} / \boldsymbol{\varepsilon})$. We consider $a^{\varepsilon}=a(x / \varepsilon)$ in (15), where $\varepsilon=1 / n$ for some $n \in \mathbb{N}$. For this case, we note that $R_{b}^{\varepsilon}$ also commutes with multiplication by $a(x / \varepsilon)$. In fact, we have the following proposition.

Proposition 3.4. If $v \in L^{2}(\mathbb{S})$ and $1 / \varepsilon \in \mathbb{N}$, then $R_{b}^{\varepsilon} v(x / \varepsilon)=v(x / \varepsilon) R_{b}^{\varepsilon}$ on $L^{2}(\mathbb{S})$.

Proof. Let $n=1 / \varepsilon$ and suppose $u(x) \in L^{2}(\mathbb{S})$ has the Fourier coefficients $\hat{u}_{\ell}$. Then, after writing $\ell=p+n q$, where $-n / 2 \leq p<n / 2$, we get
$v(x / \varepsilon) u(x)=\sum_{k \in \mathbb{Z}} \hat{v}_{k} e^{i k n x} \sum_{|p| \leq n / 2} \sum_{q \in \mathbb{Z}} \hat{u}_{p+n q} e^{i(p+n q) x}=\sum_{|p| \leq n / 2} \sum_{k, q \in \mathbb{Z}} \hat{v}_{k} \hat{u}_{p+n q} e^{i(p+n(q+k)) x}$.

Therefore,

$$
R_{b}^{\varepsilon} v(x / \varepsilon) u(x)=\sum_{|p| \leq b} \sum_{k, q \in \mathbb{Z}} \hat{v}_{k} \hat{u}_{p+n q} e^{i(p+n(q+k)) x}=\sum_{k \in \mathbb{Z}} \hat{v}_{k} e^{i k n x} \sum_{|p| \leq b} \sum_{q \in \mathbb{Z}} \hat{u}_{p+n q} e^{i(p+n q) x}
$$

which shows that $R_{b}^{\varepsilon} v(x / \varepsilon) u(x)=v(x / \varepsilon) R_{b}^{\varepsilon} u(x)$.
Since (15) implies that $R_{b}^{\varepsilon} v=v$, we get from Proposition 3.4

$$
0=\partial_{t} v-P_{N} \partial_{x} a(x / \varepsilon) \partial_{x} R_{b}^{\varepsilon} v=\partial_{t} v-P_{N} \partial_{x} a(x / \varepsilon) \partial_{x} v, \quad v(0, x)=R_{b}^{\varepsilon} P_{N} f(x)
$$

and it is clear that we are in fact doing the same approximation as for a standard spectral scheme; the only difference is in the approximation of initial data. Supposing $f \in H^{m+1}$ we then have

$$
\left\|P_{N}\left(I-R_{b}^{\varepsilon}\right) f\right\| \leq\left\|P_{b} f-f\right\| \leq \frac{\|f\|_{m+1}}{b^{m+1}}
$$

by (11). Therefore, we get

$$
\|e(t, \cdot)\|+\int_{0}^{t}\left\|e_{x}(s, \cdot)\right\| d s \leq C(t)\left[\frac{1}{b^{m+1}}+\frac{1}{(\varepsilon N)^{m}}\right]
$$

in a way similar to the proof of Corollary 3.3 in the previous section.
We can now compute the complexity of the traditional spectral method and our sparse spectral scheme for a preassigned error tolerance $\tau$. If we take $b \sim(N \varepsilon)^{\frac{m}{m+1}}=$ $J^{\frac{m}{m+1}}$, then the error estimate is proportional to $(\varepsilon N)^{-m}=J^{-m}$ for both methods. To achieve an error with tolerance $\tau$, we must thus have $J=O\left(\tau^{-\frac{1}{m}}\right)$. In the traditional spectral method, we need

$$
O(N \log N)=O\left(\frac{J}{\varepsilon} \log \left(\frac{J}{\varepsilon}\right)\right)=O\left(\varepsilon^{-1} \tau^{-\frac{1}{m}} \log \left(\varepsilon^{-1} \tau^{-\frac{1}{m}}\right)\right)
$$

computations per time step to achieve this tolerance. The sparse scheme uses $B=$ $2 b N \varepsilon=2 b J=O\left(J^{\frac{2 m+1}{m+1}}\right)$ modes. As derived in section 2.2 the complexity in the first step is

$$
O(B \log N)=O\left(J^{\frac{2 m+1}{m+1}} \log N\right)=O\left(\tau^{-\frac{2 m+1}{m(m+1)}} \log N\right) \leq O\left(\tau^{-\frac{2}{m}} \log \left(\varepsilon^{-1} \tau^{-\frac{1}{m}}\right)\right)
$$

For subsequent time steps the complexity is

$$
O\left(B^{2} \log B\right)=O\left(J^{\frac{4 m+2}{m+1}} \log J\right) \leq O\left(\tau^{-\frac{4}{m}} \log \tau^{-1}\right)
$$

Thus if we fix $\tau$, we have the complexity $O\left(\varepsilon^{-1}|\log \varepsilon|\right)$ per time step for the standard spectral scheme, whereas our sparse scheme requires $O(1)$ computations for all but the first time step to achieve the same result. The cost of the first step is $O(|\log \varepsilon|)$. We can conclude that the cost for the sparse spectral scheme is essentially independent of $\varepsilon$.
3.3.2. The case when $\boldsymbol{a}^{\varepsilon}=\boldsymbol{a}(\boldsymbol{x}, \boldsymbol{x} / \varepsilon)$. For this case we invoke a well-known expansion from homogenization theory and write the solution to (1) as
$u^{\varepsilon}(t, x)=u_{0}(t, x)+\varepsilon u_{1}(t, x, x / \varepsilon)+\varepsilon^{2} u_{2}(t, x, x / \varepsilon)+\cdots+\varepsilon^{r} u_{r}(t, x, x / \varepsilon)+\varepsilon^{r+1} T(t, x)$,
where $T \in \mathcal{E}$. (See, e.g., Theorem 5.1 and Remark 5.2 in [4].) The functions $u_{0}(t, x)$, $u_{1}(t, x, y), \ldots, u_{r}(t, x, y)$ can be assumed to be uniformly smooth and are periodic in both the $x$ - and $y$-arguments. By the general error analysis, it is enough to show that $\left\|P u^{\varepsilon}-u^{\varepsilon}\right\|$ and $\left\|P u_{x}^{\varepsilon}-u_{x}^{\varepsilon}\right\|$ are small for our projection $P_{N} R_{b}^{\varepsilon}$. We need the following proposition, which shows that the Fourier coefficients of a smooth multiscale function $w(x)=v(x, n x)$ satisfy $\hat{w}_{p+n q} \approx \hat{v}_{p q}$ to very good accuracy and that therefore $R_{b}^{\varepsilon} w$ converges rapidly to $w$ when $b$ increases.

Proposition 3.5. Suppose $v(x, y)$ is $2 \pi$-periodic in both $x$ and $y$ and $v \in H^{m}\left(\mathbb{S}^{2}\right)$ with $m \geq 2$. Let $w(x)=v(x, n x)$ for some $n \in \mathbb{N}$ and denote the Fourier coefficients of $v(x, y)$ and $w(x)$ by $\hat{v}_{k \ell}$ and $\hat{w}_{k}$, respectively. Let $m_{1}$ and $m_{2}$ be two nonnegative integers satisfying

$$
m_{1}+m_{2} \leq m, \quad m_{1} \geq 2, \quad m_{2} \leq m-1
$$

Then
$\left|\hat{w}_{k}-\hat{v}_{p q}\right| \leq \frac{C}{n^{m_{1}}(1+|q|)^{m_{2}}}, \quad\left|\hat{w}_{k}\right| \leq \frac{C^{\prime}}{(1+|p|)^{m_{1}}(1+|q|)^{m_{2}}}, \quad\left\|R_{b}^{\varepsilon} w-w\right\| \leq \frac{C^{\prime \prime}}{b^{m-3 / 2}}$,
where

$$
\varepsilon=1 / n, \quad k=p+q n, \quad p, q \in \mathbb{Z}, \quad-n / 2 \leq p<n / 2
$$

The constants depend only on $m$ and on $\|v\|_{m}$.
Proof. Since $w(x)$ is real, $\left|\hat{w}_{k}\right|=\left|\hat{w}_{-k}\right|$, and so we need only to consider $k \geq 0$ and in particular only $q \geq 0$. Moreover,

$$
v(x, n x)=\sum_{k} \sum_{\ell} \hat{v}_{k \ell} e^{i(k+n \ell) x}=\sum_{k} \sum_{\ell} \hat{v}_{k-n \ell, \ell} e^{i k x}
$$

so that

$$
\hat{w}_{k}=\sum_{\ell} \hat{v}_{k-n \ell, \ell} .
$$

We next define the two sums $S_{1}$ and $S_{2}$ as

$$
\left|\hat{w}_{k}-\hat{v}_{p q}\right| \leq \sum_{\ell \neq q}\left|\hat{v}_{p-n(\ell-q), \ell}\right|=\sum_{\substack{\ell \neq q \\|\ell|<\lambda}}\left|\hat{v}_{p-n(\ell-q), \ell}\right|+\sum_{\substack{\ell \neq q \\|\ell| \geq \lambda}}\left|\hat{v}_{p-n(\ell-q), \ell}\right|=: S_{1}+S_{2}
$$

where $\lambda=k / 2 n$. To estimate these sums, we use the fact that for any $f(x, y) \in$ $H^{m}\left(\mathbb{S}^{2}\right)$ we can bound its Fourier coefficients $\hat{f}_{k \ell}$ by

$$
\begin{equation*}
\left|\hat{f}_{k \ell}\right| \leq C \frac{\|f\|_{m}}{(1+|k|)^{m_{1}}(1+|\ell|)^{m_{2}}}, \quad m_{1}+m_{2} \leq m \tag{18}
\end{equation*}
$$

where $C$ is a constant independent of $f, k, \ell, m_{1}, m_{2}$. Applied to $S_{1}$ we get with $m_{1}=m$ and $m_{2}=0$

$$
S_{1} \leq \sum_{\substack{\ell \neq q \\|\ell|<\lambda}} \frac{C_{m}}{(1+|k-n \ell|)^{m}} \leq C_{m} \frac{2 \lambda}{(1+k / 2)^{m}} \leq \frac{C_{m}^{\prime}}{n(1+k)^{m-1}}
$$

since here $|k-n \ell| \geq k-n|\ell| \geq k-n \lambda=k / 2$. Moreover, $q \geq 1$ since $q=0$ is incompatible with the restrictions $|\ell|<\lambda=(p / n+q) / 2$ and $q \neq \ell$. Therefore, $q-1 / 2 \geq(q+1) / 4$ and

$$
\begin{equation*}
S_{1} \leq \frac{C}{n(1+p+n q)^{m-1}} \leq \frac{C}{n\left(1+n\left(q-\frac{1}{2}\right)\right)^{m-1}} \leq \frac{C 4^{m-1}}{n^{m}(1+q)^{m-1}} \tag{19}
\end{equation*}
$$

To estimate $S_{2}$ we use (18) again:

$$
\begin{aligned}
S_{2} & \leq \sum_{\substack{\ell \neq q \\
|\ell| \geq \lambda}} \frac{C}{(1+|k-n \ell|)^{m_{1}}(1+|\ell|)^{m_{2}}} \leq \frac{C}{(1+\lambda)^{m_{2}}} \sum_{\ell \neq q} \frac{1}{(1+|k-n \ell|)^{m_{1}}} \\
& =\frac{C}{(1+\lambda)^{m_{2}}} \sum_{\ell \neq 0} \frac{1}{(1+|p-n \ell|)^{m_{1}}} \leq \frac{4^{m_{1}} C}{n^{m_{1}}(1+\lambda)^{m_{2}}} \sum_{\ell \neq 0} \frac{1}{(|\ell|+1 / 2)^{m_{1}}}
\end{aligned}
$$

Here we used the fact that when $|\ell| \geq 1$ we have as before $|p-n \ell| \geq n(|\ell|-1 / 2) \geq$ $n(|\ell|+1) / 4$. Next, noting that the series converges for $m_{1} \geq 2$ and that also $1+\lambda \geq$ $1 / 2+q$, we get

$$
\begin{equation*}
S_{2} \leq \frac{C}{n^{m_{1}}(1+\lambda)^{m_{2}}} \leq \frac{C^{\prime}}{n^{m_{1}}(1+q)^{m_{2}}} \tag{20}
\end{equation*}
$$

By combining (19) and (20), we get the first inequality in (17) since $m_{1} \leq m$ and $m_{2} \leq m-1$. Then after applying (18) to $v(x, y)$ we have

$$
\left|\hat{w}_{k}\right| \leq\left|\hat{v}_{p q}\right|+\left|\hat{w}_{k}-\hat{v}_{p q}\right| \leq \frac{\|v\|_{m}}{(1+|p|)^{m_{1}}(1+|q|)^{m_{2}}}+\frac{C}{n^{m_{1}}(1+q)^{m_{2}}}
$$

and the second inequality in (17) follows upon noting that $n \geq 1+|p|$.
Finally, we use this last estimate with $m_{1}=m-1$ and $m_{2}=1$ to get

$$
\begin{aligned}
\left\|R_{b}^{\varepsilon} w-w\right\|^{2} & =\sum_{|p|=b+1}^{n / 2} \sum_{q \in \mathbb{Z}}\left|\hat{w}_{p+n q}\right|^{2} \leq \sum_{p=b+1}^{n / 2} \sum_{q \in \mathbb{Z}} \frac{2 C}{(1+|p|)^{2 m-2}(1+|q|)^{2}} \\
& =\sum_{p=b+1}^{n / 2} \frac{C^{\prime}}{(1+p)^{2 m-2}} \leq C_{m}^{\prime} \int_{b}^{\infty} \frac{d x}{(1+x)^{2 m-2}}=\frac{C_{m}^{\prime \prime}(2 m-3)}{(1+b)^{2 m-3}}
\end{aligned}
$$

This shows the remaining inequality in (17).
Let us now show that the projections are accurate when applied to (16).
Corollary 3.6. Suppose $u^{\varepsilon}$ has the expansion (16) up to $r$ terms and that $1 / \varepsilon$ is an integer. If the functions $u^{\varepsilon}, u_{0}, u_{1}, \ldots, u_{r} \in H^{m}$ with $m \geq 3$, then

$$
\begin{align*}
& \left\|P_{N} R_{b}^{\varepsilon} u^{\varepsilon}-u^{\varepsilon}\right\| \leq C(m)\left[\frac{1}{b^{m-3 / 2}}+\frac{\varepsilon}{(N \varepsilon)^{m}}+\varepsilon^{r+1}\right]  \tag{21}\\
& \left\|P_{N} R_{b}^{\varepsilon} u_{x}^{\varepsilon}-u_{x}^{\varepsilon}\right\| \leq C^{\prime}(m)\left[\frac{1}{b^{m-5 / 2}}+\frac{1}{(N \varepsilon)^{m}}+\varepsilon^{r}\right] \tag{22}
\end{align*}
$$

Proof. We have

$$
\left\|P_{N} R_{b}^{\varepsilon} u^{\varepsilon}-u^{\varepsilon}\right\| \leq\left\|P_{N} u^{\varepsilon}-u^{\varepsilon}\right\|+\left\|P_{N}\left(R_{b}^{\varepsilon} u^{\varepsilon}-u^{\varepsilon}\right)\right\| \leq C(t) \frac{\varepsilon}{(N \varepsilon)^{m}}+\left\|R_{b}^{\varepsilon} u^{\varepsilon}-u^{\varepsilon}\right\|
$$

by (14). For the $R_{b}^{\varepsilon}$ term we first note that since $u_{j} \in H^{m}$ we get from (11) and Proposition 3.5

$$
\left\|R_{b}^{\varepsilon} u_{0}-u_{0}\right\| \leq\left\|P_{b} u_{0}-u_{0}\right\| \leq \frac{\left\|u_{0}\right\|_{m}}{b^{m}}, \quad\left\|R_{b}^{\varepsilon} u_{j}-u_{j}\right\| \leq \frac{C_{m}}{b^{m-3 / 2}}, \quad j>0
$$

Hence, by (16)

$$
\left\|R_{b}^{\varepsilon} u^{\varepsilon}-u^{\varepsilon}\right\| \leq \sum_{j=0}^{r} \varepsilon^{j}\left\|R_{b}^{\varepsilon} u_{j}-u_{j}\right\|+O\left(\varepsilon^{r+1}\right) \leq C\left(\frac{1}{b^{m-3 / 2}}+\varepsilon^{r+1}\right)
$$

This shows (21).
Next, we differentiate (16) to get

$$
\partial_{x} u^{\varepsilon}(t, x)=w_{0}(t, x)+\varepsilon w_{1}(t, x, x / \varepsilon)+\cdots+\varepsilon^{r-1} w_{r}(t, x, x / \varepsilon)+O\left(\varepsilon^{r}\right)
$$

where $w_{j}:=\partial_{x} u_{j}+\partial_{y} u_{j+1}$. As before, this gives us

$$
\left\|P_{N} R_{b}^{\varepsilon} u_{x}^{\varepsilon}-u_{x}^{\varepsilon}\right\| \leq\left\|P_{N} u_{x}^{\varepsilon}-u_{x}^{\varepsilon}\right\|+\left\|R_{b}^{\varepsilon} u_{x}^{\varepsilon}-u_{x}^{\varepsilon}\right\| \leq \frac{C}{(N \varepsilon)^{m}}+\sum_{j=0}^{r-1} \varepsilon^{j}\left\|R_{b}^{\varepsilon} w_{j}-w_{j}\right\|+O\left(\varepsilon^{r}\right)
$$

But since $w_{j}(x) \in H^{m-1}$, we have

$$
\left\|R_{b}^{\varepsilon} w_{j}-w_{j}\right\| \leq \frac{C}{b^{m-5 / 2}}
$$

showing (22).
We conclude from (21), (22), and Theorem 3.1 that, under the assumptions of Corollary 3.6,

$$
\begin{equation*}
\|e(t, \cdot)\|+\int_{0}^{t}\left\|e_{x}(s, \cdot)\right\| d s \leq C(t)\left[\frac{1}{b^{m-5 / 2}}+\frac{1}{(N \varepsilon)^{m}}+\varepsilon^{r}\right] \tag{23}
\end{equation*}
$$

For $b=(N \varepsilon)^{m /(m-2.5)}=J^{m /(m-2.5)}$, the error bound is thus proportional to $J^{-m}+\varepsilon^{r}$. We assume that we are in the asymptotic regime where $\varepsilon^{r}$ is much smaller than the tolerance $\tau$. Then, if we write $\tau=(\alpha+1) \varepsilon^{r}$ with $\alpha \gg 1$, this implies that we need $J^{-m}$ to be proportional to $\alpha \varepsilon^{r}=\frac{\alpha}{\alpha+1} \tau$ or $J$ to be of order $O\left(\tau^{-1 / m}\right)$ as in section 3.3.1. The standard spectral scheme still needs $O(N \log N)=O\left(\frac{J}{\varepsilon} \log \frac{J}{\varepsilon}\right)=$ $O\left(\varepsilon^{-1} \tau^{-1 / m} \log \left(\varepsilon^{-1} \tau^{-1 / m}\right)\right)$ operations. Here $B=2 b J=O\left(J^{(2 m-2.5) /(m-2.5)}\right)$ and the complexity is

$$
O\left(B^{2} \log N\right)=O\left(J^{\frac{4 m-5}{m-2.5}} \log N\right) \leq O\left(\tau^{-\frac{4}{m-2.5}} \log \left(\varepsilon^{-1} \tau^{-1 / m}\right)\right)
$$

for the sparse spectral method. (The logarithmic contribution can again be omitted after the first time step.) We note thus that we have a similar complexity for this case as when $a^{\varepsilon}=a(x / \varepsilon)$. In particular the sparse scheme with fixed tolerance has a cost of $O(|\log \varepsilon|)$ in the first time step and $O(1)$ in later time steps.


Fig. 3. Solution to Testcase 1 in the time domain. Left: approximate and true solution; they coincide, and it is hard to distinguish them. Right: the magnified comparison of the derivative of the approximate solution and the true solution. Since the two solutions are again very close, we have to zoom in to see their difference.
4. Numerical experiments. In this section, we investigate the performance of the sparse spectral method in a few numerical experiments. In [32, 33], the advantage in speed of RA$\ell$ SFA over the FFTW, for processing sparse signals of large size, has already been extensively documented; we shall not repeat this here. We concentrate on the accuracy issues of the approximation solution obtained by the sparse spectral method.

We compute approximate solutions to

$$
\begin{equation*}
u_{t}=\partial_{x} a^{\varepsilon}(x) \partial_{x} u, \quad u(0, x)=f(x), \quad x \in[0,2 \pi), \tag{24}
\end{equation*}
$$

for various $a^{\varepsilon}(x)$. We compare the numerical solutions with a solution obtained from the standard spectral method with a high resolution ( $N$ large) applied to (24).
4.1. Testcase 1: $\boldsymbol{a}^{\varepsilon}=\boldsymbol{a}(\boldsymbol{x} / \varepsilon)$. We begin with experiments for solving the PDE with coefficient function $a^{\varepsilon}$ that is dependent only on $x / \varepsilon$. We use

$$
a^{\varepsilon}(x)=\frac{3}{5+3 \sin \left(\frac{x}{\varepsilon}\right)}, \quad f(x)=\exp (-\cos (x))
$$

as coefficient function and initial data. The solution is computed using (6) with $\tilde{a}^{\varepsilon}$ and $U^{0}$ approximated by RA€SFA. For subsequent steps, direct computation of $B^{2}$ modes plus sorting is used to evaluate the $\mathbf{P}_{B}\left(P_{N} \cdot\right)$ projection, as discussed in section 2.2. For the initial RA$\ell$ SFA step, we set the failure probability (remember that RA€SFA is a randomized algorithm!) at $\delta=0.05$, and the accuracy required for the truncated approximation is set at $\alpha=10^{-8}$. The problem is solved with $\varepsilon=1 / 64, N=512$, and $B=15$ modes. Figure 3 provides a comparison at time $t=3$ of the sparse spectral method with the exact solution in the time domain. The solutions and its derivatives are very close, and their difference can be distinguished only by magnifying the graph. In Figure 4 a corresponding plot for the frequency domain is given. It shows that the sparse spectral solution accurately captures the largest 15 Fourier modes of the true solution.
4.2. Testcase 2: $\boldsymbol{a}^{\varepsilon}=\boldsymbol{a}(\boldsymbol{x}, \boldsymbol{x} / \varepsilon)$. In this case we use a more complicated coefficient function that also depends on $x$, namely

$$
\begin{equation*}
a\left(x, \frac{x}{\varepsilon}\right)=\frac{1}{10} \exp \left(\frac{0.6+0.2 \cos (x)}{1+0.7 \sin \left(\frac{x}{\varepsilon}\right)}\right), \quad f(x)=\exp (-\cos (x)) \tag{25}
\end{equation*}
$$



Fig. 4. Solution to Testcase 1 in the frequency domain. The Fourier modes of the approximate solution are the largest 15 among all the $N=512$ modes; their amplitudes for the 15 largest modes are almost the same as those of the traditional spectral solution.


Fig. 5. The coefficient $a^{\varepsilon}=a(x, x / \varepsilon)$.

The coefficient $a(x, x / \varepsilon)$ is plotted in Figure 5. We use the same method as in Testcase 1 to compute the solution, again with $\varepsilon=1 / 64$ and $N=512$, but this time we need slightly more modes, $B=30$, to accurately capture the solution. Comparisons of the computed and true solutions at $t=3$ in the time and frequency domain are given in Figures 6 and 7. The same general conclusions as in Testcase 1 hold. A good pointwise approximation of the true solution is obtained.
4.3. Testcase 3: $\boldsymbol{a}^{\varepsilon}=\boldsymbol{a}(\boldsymbol{x}, \boldsymbol{x} / \varepsilon)$. In this testcase we use the same coefficient and initial data as in Testcase 2 ; see (25). We use, however, the improved sparse


Fig. 6. Solution to Testcase 2 in the time domain. Left: approximate and true solution. Right: absolute value of the derivatives of the true and the approximate solution.


Fig. 7. Solution to Testcase 2 in the frequency domain. The 30 largest Fourier modes of the true solution agree well with the modes of the approximate solution. Since $a^{\varepsilon}(x)$ is more complicated, the number of significant modes in this example is larger than in Testcase 1.
scheme in (7) rather than the one in (6).
We do not approximate $a^{\varepsilon}$, i.e., $\tilde{a}^{\varepsilon}=a^{\varepsilon}$, but we assume samples of $a^{\varepsilon}$ are available so that samples of $a^{\varepsilon} \partial_{x} U^{n}(x)$ can be fed directly into the algorithm for computing $\mathbf{Q}_{B}\left(P_{N} \cdot\right)$. For simplicity, we do not use RAlSFA to approximate $\mathbf{Q}_{B}\left(P_{N} \cdot\right)$ but instead compute it exactly by simply using standard FFT plus sorting. This way we avoid the extra approximation errors introduced by RA $\ell$ SFA; the code is, of course, asymptotically slower, but we are mainly interested in studying the accuracy, not the speed.

The solution is computed with $B=11$ and $N=512$. Since $\mathbf{Q}_{B}$ in general projects on $2 B$ modes, we compare with a solution using the lowest 22 modes, i.e., the standard spectral scheme with $N=22$. In Figure 8 the sparse solution at $t=5$ is plotted when


Fig. 8. Here we used 22 modes for the sparse scheme and the low mode scheme.


Fig. 9. The derivative converges pointwise. The right figure is a zoom of the left figure.
we used $\varepsilon=1 / 64$. It agrees very well with the exact solution, while the corresponding solution with the 22 lowest modes is completely wrong. The corresponding results for the derivative of the solution are given in Figure 9. Convergence diagrams in $B$ for the solution and its derivative are shown in Figure 10. The error and convergence rate is essentially independent of $\varepsilon$. Since we have set up the problem such that the $O\left(1 / b^{m-2.5}\right)$ term dominates in (23), this result is as predicted for the fixed projection scheme.
4.4. Testcase 4: $\boldsymbol{a}^{\varepsilon}=\boldsymbol{a}(\boldsymbol{t}, \boldsymbol{x}, \boldsymbol{x} / \varepsilon)$. Here we use a modified version of the improved scheme (7) to allow for time-dependent coefficients. It reads

$$
U^{n+1}=\mathbf{Q}_{B}\left(P_{N}\left[U^{n}+\Delta t \partial_{x} a_{n}^{\varepsilon} \partial_{x} U^{n}\right]\right), \quad U^{0}=\mathbf{Q}_{B}\left(P_{N} f\right), \quad a_{n}^{\varepsilon}=a^{\varepsilon}\left(t_{n}, \cdot\right)
$$

We compute $\mathbf{Q}_{B}$ exactly as in Testcase 3 . We use $B=11$ (corresponding to roughly 22 modes) and $N=512$. The coefficient is

$$
a^{\varepsilon}(t, x)=\alpha(t) \frac{2+1.6 \sin (\omega(t) x)}{3+\cos (x)}+(1-\alpha(t))\left[1.3+0.5 \sin \left(\frac{\omega(t) x}{4}\right)\right]
$$



Fig. 10. Convergence in $B$ for the solution and its derivative.


Fig. 11. Solution $u^{\varepsilon}$, derivative $\partial_{x} u^{\varepsilon}$, and coefficient $a^{\varepsilon}$ at times $t=0.25, t=0.5$, and $t=0.85$ (from top to bottom). There is no discernible difference between the sparse numerical solution and the exact solution.
where

$$
\alpha(t)=\cos ^{2}(2 \pi t), \quad \omega(t)=\frac{1}{\varepsilon}-10(1-\sin (6 \pi t))
$$

The two dominant frequencies, $\omega(t)$ and $\omega(t) / 4$, hence change slowly, with the smaller of them appearing and disappearing as time progresses. In the computations we use $\varepsilon=1 / 64$. The sparse and exact solutions, their derivatives, and $a^{\varepsilon}$ are plotted in Figure 11 at three different times. The sparse solution cannot be distinguished from


Fig. 12. Frequencies picked out by the sparse spectral scheme for the case with time-dependent coefficients. Significant modes are indicated by dots.
the exact solution in the plots. In Figure 12 we show which modes that the sparse scheme picks out. Modes appear and disappear roughly according to the changes of $\omega(t)$. They can appear far from modes in previous time steps, which would be difficult for a standard adaptive scheme.
5. Extensions to elliptic and hyperbolic problems. We consider here briefly some possible ways of extending the methods described above also to elliptic and hyperbolic problems. We also show some numerical results for these extensions.
5.1. Elliptic problems. In the elliptic case we would like to solve the model problem

$$
\begin{equation*}
-\partial_{x} a^{\varepsilon}(x) \partial_{x} u=f \tag{26}
\end{equation*}
$$

We assume periodic boundary conditions and therefore also impose that the mean value of $f$ is zero, in order to have a well-posed problem. To solve this we propose to first apply the improved sparse parabolic scheme to

$$
\begin{equation*}
\partial_{t} u-\partial_{x} a^{\varepsilon}(x) \partial_{x} u=f, \quad u(0, x)=f \tag{27}
\end{equation*}
$$

We make just a few steps, $n=1, \ldots, M$,

$$
U^{n+1}=\mathbf{Q}_{B}\left(P_{N}\left[U^{n}+\Delta t \partial_{x} a^{\varepsilon} \partial_{x} U^{n}+\Delta t f\right]\right), \quad U^{0}=\mathbf{Q}\left(P_{N} f\right)
$$

with the same computational strategy as in Testcases 3 and 4 above. Then we define the projection $Q^{M}=\overline{\mathbf{Q}}_{B}\left(U^{M}\right)$ and use it to solve the elliptic problem

$$
-Q^{M} \partial_{x} a^{\varepsilon}(x) \partial_{x} Q^{M} v=Q^{M} f
$$



Fig. 13. Solution for the elliptic case with 9 and 17 modes (left) and zoom of the solution's derivative (right).

This is thus a Galerkin approximation of (26) with a particular approximation subspace chosen to correspond to the largest modes in the solution to (27). Since the projection quickly settles on a fixed set of modes for the parabolic case, when $a^{\varepsilon}$ is time-independent, we thus assume the projection obtained in this way agrees well with the corresponding projection after a long time, i.e., the steady, elliptic case. Once the $Q^{M}$ projection is found, the problem reduces to a linear system of equations with at most $2 B$ unknowns that can be solved at an $\varepsilon$-independent cost. We note that for the elliptic case, Céa's lemma,

$$
\|u-v\|_{1} \leq c\left\|Q^{M} u-u\right\|_{1}
$$

is a direct analogue of Theorem 3.1 in the parabolic case, and the analysis for fixed projections would be similar.

We show numerical results when $a^{\varepsilon}$ is as given in (25) and $f(x)=\exp (-\cos (x))-$ $c$, where $c$ is chosen so that $f$ has zero mean. In Figure 13 we show results when $\varepsilon=1 / 128$ for $B=5,9$ and $N=1536$. This corresponds to 9 and 17 modes, respectively. We took $M=B$ steps in the parabolic scheme. When using only 17 modes the solution is very close to the exact solution, while the solution when $Q^{M}$ projects on the lowest 17 modes is very bad. Convergence in $B$ for the solution and its derivative is shown in Figure 14. As in the parabolic case the error and convergence rate are essentially independent of $\varepsilon$.
5.2. Hyperbolic problems. Here we consider the simple hyperbolic model equation

$$
u_{t}+a^{\varepsilon}(x) u_{x}=0, \quad u(0, x)=f(x),
$$

with periodic boundary conditions. This problem is more sensitive than the parabolic and elliptic problems. We can, however, still solve the problem with a sparse method, but we need to use a different time stepping strategy, where the projection is changed more seldom to avoid inducing instabilities. We define a new projection with the same philosophy as we defined $\mathbf{Q}_{B}$ : that it should project on the largest modes of both $u$ and $u_{t}$. In this case we get

$$
\overline{\mathbf{Q}}_{B}^{a}(f) g=\sum_{\ell=1}^{B^{\prime}} \hat{g}_{k_{\ell}} e^{i k_{\ell} x}, \quad\left(k_{1}, \ldots, k_{B^{\prime}}\right)=\mathcal{M}_{B}(f) \cup \mathcal{M}_{B}\left(a^{\varepsilon} \partial_{x} f\right)
$$



Fig. 14. Convergence in $B$ for the solution and its derivative.
with $\mathcal{M}_{B}$ defined in (5). We then construct the following leapfrog scheme:

$$
U^{n+1}=Q^{n}\left(P_{N}\left[U^{n-1}-2 \Delta t a^{\varepsilon} \partial_{x} U^{n}\right]\right), \quad U^{0}(x)=Q^{0} f
$$

where the projection $Q^{n}$ is updated every $M$ th time step:

$$
Q^{n}= \begin{cases}\overline{\mathbf{Q}}_{B}^{a}\left(U^{n}\right), & n=k M, k \in \mathbb{Z} \\ Q^{n-1} & \text { otherwise }\end{cases}
$$

In the numerical computations we use $a^{\varepsilon}$ and $f$ as given in (25). Figure 15 shows results at $t=5$ when $\varepsilon=1 / 128, B=35\left(\right.$ circa $50-60$ modes $\left.^{1}\right), \Delta t=0.0002$, $M=500$, and $N=2048$. The sparse solution agrees well with the exact solution. In contrast, a solution computed with the standard spectral scheme using a comparable number of modes (the lowest 70 modes) has the wrong speed of propagation and is far from correct. Convergence in $B$ for the solution and its derivative is shown in Figure 16. The error and rate of convergence for the solution itself are still practically independent of $\varepsilon$. Unlike in the parabolic and elliptic cases, however, there is no convergence for the derivative. This is another manifestation of the more sensitive nature of the hyperbolic case.
6. Conclusions. We provide a new sparse spectral method. Its speed is significantly faster than the traditional spectral method in solving some multiscale PDE problems, while retaining good accuracy.

## Appendix A. Proofs.

A.1. Utility results. In the proofs we will denote the binomial coefficients by $c_{j k}$ :

$$
c_{j k}:=\binom{j}{k}=\frac{j!}{(j-k)!k!}
$$

To prove the theorem we first need a couple of lemmas, starting with one about the set $\mathcal{E}$ defined in section 3.2.

Lemma A.1. The set $\mathcal{E}$ is closed under addition and multiplication,

$$
u^{\varepsilon}, v^{\varepsilon} \in \mathcal{E} \quad \Rightarrow \quad u^{\varepsilon}+v^{\varepsilon}, u^{\varepsilon} v^{\varepsilon} \in \mathcal{E}
$$

[^1]

FIG. 15. Solution for the hyperbolic case with $B=35$ or circa $50-60$ modes.


FIG. 16. Convergence in $B$ for the solution and its derivative.
and invariant under the operation of $\varepsilon \partial_{x}$ :

$$
u^{\varepsilon} \in \mathcal{E} \Rightarrow \varepsilon \partial_{x} u^{\varepsilon} \in \mathcal{E}
$$

Proof. The addition part is obvious. If $u^{\varepsilon}, v^{\varepsilon} \in \mathcal{E}$, then the product satisfies
$\left|\partial_{t}^{p} \partial_{x}^{q} u^{\varepsilon} v^{\varepsilon}\right|_{\infty}=\left|\sum_{j=0}^{p} \sum_{k=0}^{q} c_{p j} c_{q k}\left(\partial_{t}^{j} \partial_{x}^{k} u^{\varepsilon}\right)\left(\partial_{t}^{p-j} \partial_{x}^{q-k} v^{\varepsilon}\right)\right|_{\infty} \leq \sum_{j=0}^{p} \sum_{k=0}^{q} d_{j k} \varepsilon^{-k} \varepsilon^{k-q} \leq C \varepsilon^{-q}$,
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where $d_{j k}$ are some constants. Moreover, if $u^{\varepsilon} \in \mathcal{E}$, then

$$
\left|\partial_{t}^{p} \partial_{x}^{q} \partial_{x} u^{\varepsilon}\right|_{\infty}=\left|\partial_{t}^{p} \partial_{x}^{q+1} u^{\varepsilon}\right|_{\infty} \leq C_{p q} \varepsilon^{-q-1}, \quad q=0, \ldots, m-1
$$

Hence, $\varepsilon \partial_{x} u^{\varepsilon} \in \mathcal{E} . \quad \square$
Lemma A.2. Suppose that $a^{\varepsilon}(t, x) \in \mathcal{E}$ and that $u^{\varepsilon} \in H^{2 p+q}$ is a solution to (1) with $p \geq 1$. Then

$$
\begin{equation*}
\partial_{t}^{p} \partial_{x}^{q} u^{\varepsilon}=\sum_{j=1}^{2 p+q} \varepsilon^{j-2 p-q} r_{j, p, q}^{\varepsilon} \partial_{x}^{j} u^{\varepsilon}, \quad r_{j, p, q}^{\varepsilon} \in \mathcal{E}, \quad r_{2 p+q, p, q}^{\varepsilon}=\left(a^{\varepsilon}\right)^{p} \tag{28}
\end{equation*}
$$

Proof. We show this by induction. For $p=1$ and $q=0$ we have $u_{t}^{\varepsilon}=a_{x}^{\varepsilon} u_{x}^{\varepsilon}+a^{\varepsilon} u_{x x}^{\varepsilon}$, and by Lemma A. 1

$$
r_{1,1,0}^{\varepsilon}=\varepsilon a_{x}^{\varepsilon} \in \mathcal{E}, \quad r_{2,1,0}^{\varepsilon}=a^{\varepsilon} \in \mathcal{E}
$$

Suppose the claim holds up to $p=n$ when $q=0$. After temporarily dropping the last two indices for legibility $\left(r_{j, n, 0}^{\varepsilon} \rightarrow r_{j}^{\varepsilon}\right)$, we get

$$
\begin{aligned}
\partial_{t}^{n+1} u^{\varepsilon} & =\sum_{j=1}^{2 n} \varepsilon^{j-2 n} \partial_{t} r_{j}^{\varepsilon} \partial_{x}^{j} u^{\varepsilon}=\sum_{j=1}^{2 n} \varepsilon^{j-2 n}\left[\left(\partial_{t} r_{j}^{\varepsilon}\right) \partial_{x}^{j} u^{\varepsilon}+r_{j}^{\varepsilon} \partial_{x}^{j+1} a^{\varepsilon} \partial_{x} u^{\varepsilon}\right] \\
& =\sum_{j=1}^{2 n} \varepsilon^{j-2 n}\left[\left(\partial_{t} r_{j}^{\varepsilon}\right) \partial_{x}^{j} u^{\varepsilon}+r_{j}^{\varepsilon} \sum_{k=0}^{j+1} c_{j+1, k}\left(\partial_{x}^{j+1-k} a^{\varepsilon}\right) \partial_{x}^{k+1} u^{\varepsilon}\right] \\
& =\sum_{j=1}^{2 n} \varepsilon^{j-2 n}\left(\partial_{t} r_{j}^{\varepsilon}\right) \partial_{x}^{j} u^{\varepsilon}+\sum_{k=0}^{2 n+1} \sum_{j=\max (1, k-1)}^{2 n} c_{j+1, k} \varepsilon^{j-2 n} r_{j}^{\varepsilon}\left(\partial_{x}^{j+1-k} a^{\varepsilon}\right) \partial_{x}^{k+1} u^{\varepsilon} \\
& =\sum_{j=1}^{2 n} \varepsilon^{j-2 n}\left(\partial_{t} r_{j}^{\varepsilon}\right) \partial_{x}^{j} u^{\varepsilon}+\sum_{j=1}^{2 n+2} \sum_{k=\max (1, j-2)}^{2 n} c_{k+1, j-1} \varepsilon^{k-2 n} r_{k}^{\varepsilon}\left(\partial_{x}^{k+2-j} a^{\varepsilon}\right) \partial_{x}^{j} u^{\varepsilon}
\end{aligned}
$$

Thus,

$$
\partial_{t}^{n+1} u=\sum_{j=1}^{2 n+2} \varepsilon^{j-2 n-2} r_{j, n+1,0}^{\varepsilon} \partial_{x}^{j} u
$$

where

$$
r_{j, n+1,0}^{\varepsilon}=\varepsilon^{2}\left(\partial_{t} r_{j, n, 0}^{\varepsilon}\right)+\sum_{k=\max (1, j-2)}^{2 n} c_{k+1, j-1} r_{k, n, 0}^{\varepsilon}\left(\varepsilon \partial_{x}\right)^{k+2-j} a^{\varepsilon}
$$

with the convention that $r_{j, p, 0}^{\varepsilon} \equiv 0$ for $j<1$ and $j>2 p$. It follows from Lemma A. 1 that $r_{j, n+1,0}^{\varepsilon} \in \mathcal{E}$. Moreover, $r_{2 n+2, n+1,0}^{\varepsilon}=c_{2 n+1,2 n+1} r_{2 n, n, 0}^{\varepsilon} a^{\varepsilon}=\left(a^{\varepsilon}\right)^{n+1}$ since $c_{n, n}=1$. We have thus proved (28) for $q=0$.

When $q>0$ we differentiate (28),

$$
\begin{aligned}
\partial_{t}^{p} \partial_{x}^{q} u^{\varepsilon} & =\sum_{j=1}^{2 p} \varepsilon^{j-2 p} \partial_{x}^{q} r_{j, p, 0}^{\varepsilon} \partial_{x}^{j} u^{\varepsilon}=\sum_{j=1}^{2 p} \sum_{\ell=0}^{q} \varepsilon^{j-2 p} c_{q, \ell}\left(\partial_{x}^{q-\ell} r_{j, p, 0}^{\varepsilon}\right) \partial_{x}^{j+\ell} u^{\varepsilon} \\
& =\sum_{j=1}^{2 p+q} \sum_{\ell=0}^{\min (q, j-1)} \varepsilon^{j-\ell-2 p} c_{q, \ell}\left(\partial_{x}^{q-\ell} r_{j-\ell, p, 0}^{\varepsilon}\right) \partial_{x}^{j} u^{\varepsilon},
\end{aligned}
$$

which agrees with (28) when we identify

$$
r_{j, p, q}^{\varepsilon}=\sum_{\ell=0}^{\min (q, j-1)} c_{q, \ell}\left(\varepsilon \partial_{x}\right)^{q-\ell} r_{j-\ell, p, 0}^{\varepsilon}
$$

By Lemma A. 1 these functions all belong to $\mathcal{E}$. Finally, since $r_{j, p, 0}^{\varepsilon}=0$ when $j>2 p$,

$$
r_{2 p+q, p, q}^{\varepsilon}=\sum_{\ell=0}^{q} c_{q, \ell}\left(\varepsilon \partial_{x}\right)^{q-\ell} r_{2 p+q-\ell, p, 0}^{\varepsilon}=c_{q, q} r_{2 p, p, 0}^{\varepsilon}=\left(a^{\varepsilon}\right)^{p}
$$

and we have shown (28) for all $q \geq 0$.
Lemma A.3. Suppose $a^{\varepsilon}(t, x) \in \mathcal{E}$ satisfies (2) and

$$
u_{t}=\left(a^{\varepsilon} u_{x}\right)_{x}+W_{x}, \quad v_{t}=\left(a^{\varepsilon} v\right)_{x x}+W_{x}, \quad t \geq 0
$$

Then

$$
\begin{align*}
& \|u(t, \cdot)\| \leq\|u(0, \cdot)\|+C(t) \sup _{0 \leq s \leq t}\|W(s, \cdot)\|  \tag{29}\\
& \|v(t, \cdot)\| \leq C(t)\left(\|v(0, \cdot)\|+\sup _{0 \leq s \leq t}\|W(s, \cdot)\|\right) \tag{30}
\end{align*}
$$

Proof. For $u(t, x)$ we get

$$
\begin{aligned}
\frac{1}{2} \partial_{t}\|u\|^{2} & =\left\langle u, u_{t}\right\rangle=-\left\langle u_{x}, a^{\varepsilon} u_{x}\right\rangle-\left\langle u_{x}, W(x)\right\rangle \\
& \leq-a_{\min }\left\|u_{x}\right\|^{2}+\left\|u_{x}\right\|\|W\| \leq \frac{1}{4 a_{\min }}\|W\|^{2}
\end{aligned}
$$

Consequently,

$$
\|u(t, \cdot)\|^{2} \leq\|u(0, \cdot)\|^{2}+\frac{1}{2 a_{\min }} \int_{0}^{t}\|W(s, \cdot)\|^{2} d s
$$

from which (29) follows. Furthermore,

$$
\begin{aligned}
\frac{1}{2} \partial_{t}\left\langle v, a^{\varepsilon} v\right\rangle & =\frac{1}{2}\left\langle v, a_{t}^{\varepsilon} v\right\rangle+\left\langle a^{\varepsilon} v, v_{t}\right\rangle=\frac{1}{2}\left\langle v, a_{t}^{\varepsilon} v\right\rangle-\left\|\left(a^{\varepsilon} v\right)_{x}\right\|^{2}-\left\langle\left(a^{\varepsilon} v\right)_{x}, W(x)\right\rangle \\
& \leq \frac{\left|a_{t}^{\varepsilon}\right|_{\infty}}{2 a_{\min }}\left\langle v, a^{\varepsilon} v\right\rangle+\frac{1}{4}\|W\|^{2}
\end{aligned}
$$

By Grönwall's lemma (see, e.g., [24]),

$$
\|v\|^{2} \leq \frac{1}{a_{\min }}\left\langle v, a^{\varepsilon} v\right\rangle \leq \frac{C(t)}{a_{\min }}\left(\|v(0, \cdot)\|^{2}+\int_{0}^{t}\|W(s, \cdot)\|^{2} d s\right)
$$

This shows (30).
Lemma A.4. Suppose that $a^{\varepsilon}(t, x) \in \mathcal{E}$ and that $u^{\varepsilon}$ is the solution to (1) with initial data $f \in H^{2 M+1}$. Then for all $1 \leq n \leq M$ and $t>0$ there are constants $C(n, t)$, independent of $\varepsilon$, such that

$$
\begin{align*}
& \left\|\partial_{t}^{n} u^{\varepsilon}(t, \cdot)\right\| \leq C(n, t)\left(\varepsilon^{1-2 n}\|f\|_{2 n}+\sup _{0 \leq s \leq t} \sum_{j=1}^{2 n-1} \varepsilon^{j-2 n+1}\left\|\partial_{x}^{j} u^{\varepsilon}(t, \cdot)\right\|\right)  \tag{31}\\
& \left\|\partial_{t}^{n} u_{x}^{\varepsilon}(t, \cdot)\right\| \leq C(n, t)\left(\varepsilon^{-2 n}\|f\|_{2 n+1}+\sup _{0 \leq s \leq t} \sum_{j=1}^{2 n} \varepsilon^{j-2 n}\left\|\partial_{x}^{j} u^{\varepsilon}(t, \cdot)\right\|\right) \tag{32}
\end{align*}
$$

Proof. We define $W(x)$ as

$$
\begin{equation*}
\partial_{t}^{n+1} u^{\varepsilon}=\partial_{t}^{n} \partial_{x} a^{\varepsilon} \partial_{x} u^{\varepsilon}=\sum_{j=0}^{n} c_{n j} \partial_{x}\left(\partial_{t}^{n-j} a^{\varepsilon}\right) \partial_{t}^{j} \partial_{x} u^{\varepsilon}=: \partial_{x} a^{\varepsilon} \partial_{x} \partial_{t}^{n} u^{\varepsilon}+\partial_{x} W(x) \tag{33}
\end{equation*}
$$

Then, by Lemma A.3,

$$
\begin{equation*}
\left\|\partial_{t}^{n} u^{\varepsilon}(t, \cdot)\right\| \leq\left\|\partial_{t}^{n} u^{\varepsilon}(0, \cdot)\right\|+C(t) \sup _{0 \leq s \leq t}\|W(s, \cdot)\| \tag{34}
\end{equation*}
$$

For $W(t, x)$ we have by Lemma A. 2 with $q=1$

$$
W(t, x)=\sum_{j=0}^{n-1} c_{n j}\left(\partial_{t}^{n-j} a^{\varepsilon}\right) \partial_{t}^{j} u_{x}^{\varepsilon}=\sum_{j=0}^{n-1} c_{n j}\left(\partial_{t}^{n-j} a^{\varepsilon}\right) \sum_{\ell=1}^{2 j+1} \varepsilon^{\ell-2 j-1} r_{\ell, j, 1}^{\varepsilon} \partial_{x}^{\ell} u^{\varepsilon}
$$

Hence, since $a^{\varepsilon}, r_{\ell, j, 1}^{\varepsilon} \in \mathcal{E}$,

$$
\begin{equation*}
\|W(t, \cdot)\| \leq C \sum_{j=0}^{n-1} \sum_{\ell=1}^{2 j+1} \varepsilon^{\ell-2 j-1}\left\|\partial_{x}^{\ell} u^{\varepsilon}(t, \cdot)\right\| \leq C \sum_{\ell=1}^{2 n-1} \varepsilon^{\ell-2 n+1}\left\|\partial_{x}^{\ell} u^{\varepsilon}(t, \cdot)\right\| . \tag{35}
\end{equation*}
$$

Lemma A. 2 with $q=0$ also shows us that

$$
\left\|\partial_{t}^{n} u^{\varepsilon}(0, \cdot)\right\|=\left\|\sum_{j=1}^{2 n} \varepsilon^{j-2 n} r_{j, n, 0}^{\varepsilon} \partial_{x}^{j} f\right\| \leq C(n) \varepsilon^{1-2 n}\|f\|_{2 n}
$$

Together with (34) and (35) this shows (31). For (32), we differentiate (33) with respect to $x$,

$$
\partial_{t}^{n+1} u_{x}^{\varepsilon}=\partial_{x x} a^{\varepsilon} \partial_{t}^{n} u_{x}^{\varepsilon}+\partial_{x x} W
$$

and by Lemma A.3,

$$
\begin{equation*}
\left\|\partial_{t}^{n} u_{x}^{\varepsilon}(t, \cdot)\right\| \leq C(t)\left(\left\|\partial_{t}^{n} u_{x}^{\varepsilon}(0, \cdot)\right\|+\sup _{0 \leq s \leq t}\left\|W_{x}(s, \cdot)\right\|\right) \tag{36}
\end{equation*}
$$

Letting $s_{\ell, j}^{\varepsilon}:=c_{n j}\left(\partial_{t}^{n-j} a^{\varepsilon}\right) r_{\ell, j, 1}^{\varepsilon} \in \mathcal{E}$, we get from Lemma A. 2 with $q=1$

$$
\begin{aligned}
W_{x}(t, x) & =\partial_{x} \sum_{j=0}^{n-1} \sum_{\ell=1}^{2 j+1} \varepsilon^{\ell-2 j-1} s_{\ell, j}^{\varepsilon} \partial_{x}^{\ell} u^{\varepsilon} \\
& =\sum_{j=0}^{n-1} \sum_{\ell=1}^{2 j+1} \varepsilon^{\ell-2 j-2}\left(\varepsilon \partial_{x} s_{\ell, j}^{\varepsilon}\right) \partial_{x}^{\ell} u^{\varepsilon}+\sum_{j=0}^{n-1} \sum_{\ell=2}^{2 j+2} \varepsilon^{\ell-2 j-2} s_{\ell-1, j}^{\varepsilon} \partial_{x}^{\ell} u^{\varepsilon}
\end{aligned}
$$

Hence, since $s_{\ell, j}^{\varepsilon} \in \mathcal{E}$,

$$
\begin{equation*}
\left\|W_{x}(t, \cdot)\right\| \leq C \sum_{j=0}^{n-1} \sum_{\ell=1}^{2 j+2} \varepsilon^{\ell-2 j-2}\left\|\partial_{x}^{\ell} u^{\varepsilon}(t, \cdot)\right\| \leq C \sum_{\ell=1}^{2 n} \varepsilon^{\ell-2 n}\left\|\partial_{x}^{\ell} u^{\varepsilon}(t, \cdot)\right\| \tag{37}
\end{equation*}
$$

Lemma A. 2 with $q=1$ also shows us that

$$
\left\|\partial_{t}^{n} u_{x}^{\varepsilon}(0, \cdot)\right\|=\left\|\sum_{j=1}^{2 n+1} \varepsilon^{j-2 n-1} r_{j, n, 0}^{\varepsilon} \partial_{x}^{j} f\right\| \leq C(n) \varepsilon^{-2 n}\|f\|_{2 n+1}
$$

Together with (36) and (37) this shows (32).
A.2. Proof of Theorem 3.2. We now proceed to show Theorem 3.2 by induction. The right inequality in (13) and the case $p=1$ follow directly from Lemma A. 3 with $W \equiv 0$. Suppose that the statement is true up to an odd number, $p=2 n-1<M$. By Lemma A. 2 with $q=0$,

$$
\partial_{t}^{n} u=\sum_{j=1}^{2 n} \varepsilon^{j-2 n} r_{j, n, 0}^{\varepsilon} \partial_{x}^{j} u=\left(a^{\varepsilon}\right)^{n} \partial_{x}^{2 n} u^{\varepsilon}+\sum_{j=1}^{2 n-1} \varepsilon^{j-2 n} r_{j, n, 0}^{\varepsilon} \partial_{x}^{j} u
$$

where $\left|r_{j, n, 0}^{\varepsilon}\right|_{\infty} \leq C$. Therefore, using Lemma A. 4

$$
\begin{aligned}
\left\|\partial_{x}^{2 n} u\right\| & \leq\left(a^{\varepsilon}\right)^{-n}\left\|\partial_{t}^{n} u\right\|+C \sum_{j=1}^{2 n-1} \varepsilon^{j-2 n}\left\|\partial_{x}^{j} u\right\| \\
& \leq C(n, t)\left(\varepsilon^{1-2 n}\|f\|_{2 n}+\sup _{0 \leq s \leq t} \sum_{j=1}^{2 n-1} \varepsilon^{j-2 n+1}\left\|\partial_{x}^{j} u^{\varepsilon}(t, \cdot)\right\|\right)+C \sum_{j=1}^{2 n-1} \varepsilon^{j-2 n}\left\|\partial_{x}^{j} u\right\|,
\end{aligned}
$$

and by the induction hypothesis we get $\left\|\partial_{x}^{2 n} u\right\| \leq C \varepsilon^{1-2 n}\|f\|_{2 n}$. On the other hand, if it is true up to an even number, $p=2 n<M$, then we get from Lemma A. 2 with $q=1$

$$
\partial_{t}^{n} u_{x}=\sum_{j=1}^{2 n+1} \varepsilon^{j-2 n-1} r_{j, n, 1}^{\varepsilon} \partial_{x}^{j} u=\left(a^{\varepsilon}\right)^{n} \partial_{x}^{2 n+1} u^{\varepsilon}+\sum_{j=1}^{2 n} \varepsilon^{j-2 n-1} r_{j, n, 1}^{\varepsilon} \partial_{x}^{j} u
$$

where as before $\left|r_{j, n, 1}^{\varepsilon}\right|_{\infty} \leq C$, and by Lemma A.4,

$$
\begin{aligned}
\left\|\partial_{x}^{2 n+1} u\right\| & \leq\left(a^{\varepsilon}\right)^{-n}\left\|\partial_{t}^{n} u_{x}\right\|+C \sum_{j=1}^{2 n} \varepsilon^{j-2 n-1}\left\|\partial_{x}^{j} u\right\| \\
& \leq C(n, t)\left(\varepsilon^{-2 n}\|f\|_{2 n+1}+\sup _{0 \leq s \leq t} \sum_{j=1}^{2 n} \varepsilon^{j-2 n}\left\|\partial_{x}^{j} u^{\varepsilon}(t, \cdot)\right\|\right)+C \sum_{j=1}^{2 n} \varepsilon^{j-2 n-1}\left\|\partial_{x}^{j} u\right\|
\end{aligned}
$$

From the induction hypothesis we conclude that $\left\|\partial_{x}^{2 n+1} u\right\| \leq C \varepsilon^{-2 n}\|f\|_{2 n+1}$, which shows the theorem.
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