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Abstract

The implicit boundary integral method (IBIM) provides a framework to construct
quadrature rules on regular lattices for integrals over irregular domain boundaries.
This work provides a systematic error analysis for IBIMs on uniform Cartesian grids
for boundaries with different degrees of regularity. First, it is shown that the quadrature
error gains an additional order of ‘% from the curvature for a strongly convex smooth
boundary due to the “randomness” in the signed distances. This gain is discounted for
degenerated convex surfaces. Then the extension of error estimate to general bound-
aries under some special circumstances is considered, including how quadrature error
depends on the boundary’s local geometry relative to the underlying grid. Bounds on
the variance of the quadrature error under random shifts and rotations of the lattices

are also derived.
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1 Introduction

Let 2 ¢ R? be a simply connected domain with C* boundary I". Without loss of
generality, we assume that the origin 0 € §2 and define the e-tube 7T:

T, :={x € 2|0 <dist(x, I') < e},

where dist(x, I") = minyc |y — x| is the unsigned distance function to the boundary.
We make further assumption that Vx € T, the projection Pp(x) : T +— I:

Pr(x) = argmin |y — x|
yel'

is well-defined and the signed distance function dr is defined by
dr(x) :=n(Prx) - (x — Pr(x)),

where n denotes the outward unit normal vector on I". Let o be the boundary Lebesgue
measure defined on I". We can then use the co-area formula to rewrite the following
boundary integral for f € C*(I")

() 1=/Ff(X)d0(X)

into a volumetric integral in 7:
h= /T J(Pr(x))0e(dr (%)) Je (X, dr (X))dX. (1.1)

The weight function 6, (s) := el ls) is a regularized 1D Dirac function such
that

1

suppf =[—1, 1] and / 0(s)ds = 1.
1

The function J, (-, 1) is the Jacobian for the projection Pr on the level set surface
{dr = n}.Ford =2, J.(x,n) = 1 — nk(x) with « the signed curvature of the level
curve I, :={x | dr(x) =n}. Ford =3, J.(x,n) =1 -2nH(x) + n*G(x) with H
and G denoting the mean curvature and Gaussian curvature of the level surface I3,
respectively.

For the convenience of analysis, we introduce the function class W,, ¢ € N that

supp f = [—¢, €] and ‘ f(s)ds =1,

W, =1 feCI™\(R) , ifg>1

£ is a piecewise C! function on RR.
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Fig.1 Shape of the the weight functions 3% and H(fs defined in (1.2)

and

supp f = [—¢, €] and ) f(s)ds =1,
Wy =1 f € L®R) ¢

f is a piecewise C! function on R.

Here f (@) denotes the g-th derivative of f. The index g denotes the order of regularity
of the weight function. Usual choices such as

1 1
69 (s) = — (1 +cos(g—1ns)) eEWs, 03(s)= —(1—e Vs e Wy, (1.2)
2¢e 2¢e

have been adopted in the literature; see, for instance, references [8, 11, 20, 21, 23,
34]. These functions are visualized in Fig. 1. More choices of weight functions with
higher regularities can be found in [32].

The implicit boundary integral method (IBIM) [8, 23-25] uses the summation over
the regular lattice (hZ)? to approximate the integral (1.1):

T =h? Y [Prm)Odrm)Je(m, drm). 13

ne(hZ)4NT,

We use ® and O to denote the standard Landau notations for big-Theta and big-O,
respectively. More specifically, f = @ (g) means that there exist absolute constants
¢y > c1 > Osuchthatc1g < f < c2g, and f = O(g) implies that there exists
an absolute constant c3 > 0 such that f < c3g. When the width parameter ¢ =
O %), a € [0, 1), the theoretical quadrature error previously derived is at the order
of O(h@+D=®) for a general domain with smooth boundary [11]. However, the
total number of lattice points is at the order O(¢h~¢), and the width parameter is often
chosen as ¢ = ®(h). This turns the classical quadrature error into O(1) in such a
circumstance, an undesired abrupt loss of accuracy.

The objective of this paper is to perform a more careful investigation of the above
issue of vanishing accuracy. We perform a systematic error analysis using the Pois-
son Summation Formula for boundaries of different orders of regularity. For strongly
convex smooth boundaries, we show that the quadrature error gains an addition order
of % from the curvature of the boundaries due to the “randomness"” in the signed
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distance functions for such boundaries. This additional gain avoids the accuracy catas-
trophe we see above.

The remainder of this paper is organized as follows. We first discuss in Sect.2 the
error estimate of the implicit boundary integral method for strongly convex boundaries
and the error statistics. We then investigate the issues and possible solutions for a
general smooth convex boundary for 2D in Sect. 3. Generalization of the estimate of
implicit boundary integral to general open curves in 2D is then presented in Sect. 4.
Concluding remarks are offered in Sect. 5.

2 Error analysis for smooth convex boundaries in R?
We start with the simplest case when the boundary I € C®° is strongly convex; that is,

the Gaussian curvature is bounded away from zero uniformly. To setup the notation,
we denote by

Q(x) = f(Pr(x))0:(dr(x))Je(x, dr(x))

the integrand in (1.1). We also denote the mollifier ¥5(x) = 8 ¢y (5~ 'x), where
Y (u) = ¥ (Jul) € C5°([—1, 1]) is the bump function that

1
/ Y(s)ds = 1.
-1

2.1 Poisson summation formula

We use the standard notation S (Rd) for the Schwartz function space on R?. For
f € S(R?), the Fourier transform of f is defined by

7o) = / F)e 2N g,
]R”'

The following Poisson Summation Formula is a standard tool whose proof can be
found in [30].

Lemma 2.1 (Poisson Summation Formula [30]) If f satisfies that | f (0)|+ |f(u)| =
O(1 + [u))~4H) for all w € R? and certain i > 0, then

Yo fmy=Y" fm. 2.1)

neZd nez4

In particular, the above formula holds for f € S(RY).
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Table 1 Error estimates for

Regularit; i Error bound of |Z f — Z,
implicit boundary integral ceuiartty regime rror bound of |2/ 2
method with ¢ = © (h%), il 2d—a(d+1)
a € [0, 1] on strongly convex min(2, 4 ) >q=1 O(h d+1-2 )
surfaces 4d—20/(d+1)
lsyg>2 O(h a+3=2q )
d%l —q O(h At g+)- a)lloghl)
1oy (’)(h g+ - o)y

Let 7 € Ry be the lattice resolution in the summation (1.3). If we apply the Poisson
Summation Formula to Qj, s(x) := Q(hx) * {5 € S(R?), we have

3 Qusmy =" Qs =4~ > Q)P (sm). 22)

neZd neZd neZd

For the term n = 0 in the last summation, it equals to

W37 ) = h™ / O()dx f Yodx = f Q()dx.
R4 R4 R4

which produces the desired integral in (1.1). The objective of the rest of this section
is to provide an estimate for the remaining terms that n # 0.

2.2 Main results on strongly convex boundaries

We will need the following two lemmas whose proofs are given in Appendices A and
B, respectively.

Lemma2.2 Let I' € C*™ be closed and strongly convex. Then there exists a constant
C > 0 such that when ¢ < C, |Q(¢)| = O(e~tD|g|~@+D/2=q),

Lemma2.3 Let I' € C* be closed and strongly convex. Then the remaining terms
in (2.2) are bounded by

O(e—@+Dp T a5 710y &l g
> Ot mien = oE I alogs) 4l =g,
neZd n£0 (9(5—(114-1)}1%4'4) d%l <q.

Lemma 2.3 divides the regularity order ¢ into three classes: sub-critical regularity
(g < d%l), critical regularity (¢ = d%l), and super-critical regularity (¢ > %).
Based on this result, we prove, in the following subsections, the estimates of the
error bound for implicit boundary integral based on different regularity regimes of the
weight function 8,. We summarize the resulting estimates in Table 1.
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2.2.1 Sub-critical regularity

We consider two separate cases.

Theorem 2.1 Under the assumption that I' € C* is closed and strongly convex, if
a(d+1)
¢ = @(hY) and min(2, ¢ 1) >q > 1,then |Z(f) —Zn(f)| =0 (h =2 )

Proof First, by Lemma 2.3, we have,

TN =Y Quam)| = 00~ T 5=, 23)

neZ4

We also estimate the bound for
Z Q(hn) — Q) s()| = / (Q(hn) — Q(h(n —y))) Y5(y)dy|. (2.4)

neZd4 neZd4
The summation has at most O(sh~9) terms, and we also have the trivial estimate
Q(h(n —y)) — Q(hn) = O(Lh3), (2.5)

where L = O(¢72) is the Lipschitz constant of Q. This leads to

Y Q(m) — Q)| = O~ 'h ). (2.6)

neZd4

Combining the estimates (2.3) and (2.6) gives us

()= Y Qm)| =0 (717 W T 15~ T 4 o7 hs). @)

neZd

Let ¢ = ®(h%) and balance the orders between 4 and § in (2.7), we conclude that the
d—1-2g(a—1)
balance is attained at § = O(h Ty ), and

T(e) — n' Y QUm)| = O F30),
nezd

This completes the proof. O

In the second case, we have the following result.
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Theorem 2.2 Under the assumption that I' € C is closed and strongly convex, if
2d—a(d+1)
e =0 and 5t > g > 2, then |I(f) — Ty (f)| = O <h a+1-2 )

Proof Similar to the previous case, we use Lemma 2.3 to conclude that

I(f) — 1Y Qusm)| = O~ a5 ),

neZzd
Sinceqg >2,Q € C L1 (Rd), we can take Taylor expansion
Q(h(n —y)) — Q(hn) = —hy - VQ(hn) + O(Kh>8?) (2.8)

where K = O(¢73) is the Lipschitz constant of VQ. Using the spherical symmetry
of s, the first term on the right-hand side of (2.8) will be canceled. We thus have

Y Q) — Qp5(m)| = O 2h 4257, (2.9)

neZd

which leads to

() — Z Q(hm)| = ( —a— 1 s Ty g 22 52) (2.10)

neZd4

d=14+(a—1)(2-2¢9) . .
The bounds attain balance when § = O(h~ 9¥3-2¢ ) at which point we have

1) - 3 Q)| = O T,

neZ4

which is the desired result. O
2.2.2 Critical regularity

The same calculations can be performed in the case of critical regularity. We have the
following result.

Corollary 2.1 Under the assumption that I' € C™ is closed and strongly convex, if
e = O(h®) and 51 = g, then |T(f) = Ty(f)| = Oz +a+D1=0)log h)).

Proof Using the Lemma 2.3 for the critical value ¢ = “5 =1 we get

I(f) = h Y Qusm)| = O™~ hF 4] log ).

neZd4
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If g < 2, we reuse (2.6), and otherwise we reuse (2.9), to get

e~ "5 44| log 5| +a—1ha) g <2,

Z(f)—h? >~ Q)| =
2 O (e=1-1p % +q|log8|+£_2h282> g>2.

neZd

@2.11)

Let ¢ = @ (h%) and balance the orders between 4 and § in (2.11), we find:

I If0 < g <2, the balance is achieved when hd%l+q_q“| log 8| ~ §. Since % +

g—qa>0,8= (’)(h T Hg—qa— r) for any T > 0. Hence |log8| = O(|loghl),
which means the error is O(h'~ a5t hg - a| logh|)
II. If ¢ > 2, the balance is achieved when h= ‘1+1)°‘h 2 +q| logé| ~ §2. Because

43 4 g4 (1 - g)a > 0, we find that 62 = O(h‘T HT1-0=7) for certain
7 > 0 and it implies |logs| = O(|logh|). Therefore, the quadrature error is

Oh—a+DepST+4| 100 ).

The error bounds in both cases are the same; that is,
T(g) — b Y QUm)| = T T+ log j).
neZ4

This finishes the proof. O

2.2.3 Super-critical regularity

The bound for the super-critical regularity case follows in the same way.

Corollary 2.2 Under the assumption that I' € C* is closed and strongly convex, if
e =0O(h*) and S < g, then |Z(f) — Tp(f)| = O T Ha+H (-

Proof Using Lemma 2.3, the estimate (2.11) now takes the form

(9(8 q= 1h +‘1+£’1h8) qg <2,

Z(f) — h? hn)| =
o)) Z Q(hm) O (8—4—%‘%” +e—2h232) q=>2.

neZ4
Therefore, the error estimate becomes
Z(g) —h? Z O(hm)| = O ‘T +a+hii-a)y
neZd

which is what we need to prove. O
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The tube width usually takes ¢ = 1 for practical applications of the implicit-

boundary-integral method. If 6, has sub-critical regularity g < %, we have the error
d—1 2(d-D

exponents as 77— and 75— in Table 1 for different regularity classes. These
errors may still be tqar from optimal, and the sharper exponents need more sophis-
ticated estimates for the remaining terms of the Poisson Summation Formula (2.1).
The problem is closely related to the generalized cases of the Gauss Circle Problem
(GCP) [2, 14] that counts the number of lattice points inside the domain. This can be
reviewed as a special case of implicit boundary integral by taking 6, = 8¢ = % XT.
as the characteristic function on the tube and f = 1 with an approximation of J =~ 1.
In such case, a discontinuity of Q exists across the boundary a7,. It will involve
additional boundary contributions in (2.7) and (2.10). We will provide an interesting
example in Remark 2.1 below. The sharp discrepancy estimate of GCP is still an open
question. Recent developments in GCP and its variants can be found in [2, 4, 14, 16,
18] and references therein.

Remark 2.1 One interesting case is when the weight function has a jump across the
boundary. For instance, the case where ¢ = 2—18 X7, € W is the characteristic function
on the tube. Due to the jump, we cannot directly reuse (2.5) for (2.4). We can estimate
the summation in three categories

>~ QUm) — Qusm)| < Vin + Vi + Vour,

nezd4

where the summation V;;,, Vp4, and V,,,; are respectively

Vi =|Y_ Q(hm)—Qy s(m)|, where S;y:={n | hneT., Bun(hd) C T¢}
S;

Voa = |y Q(hn)—Qy s(m)|, where Spq:={n | hne T, Bun(hd) ¢ Te}
Sha

Vour = Y Qhm)—Qy s(m)|,  where Sy :={n | hngTe, Byn(h8) N T, # B}
Soul

We can estimate V;, by O(eh~91252) by the second order Taylor expansion at An.
For both Vg and V,,;, there are O(8h~4F1) lattice points, and each summand is at
order O(¢~1). Therefore, we obtain the estimate

d—1
2

I(f) 1Y Q)| = O™ h T 87T + 126> 4 ¢ sh).

neZd4
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_ 2d—a(d+1
The balance is attained at § ~ (’)(hZT%) and error is O(h AT )) for e = @ (h%).

d—1
In particular, when @ = 1, we find that the error is bounded by O(hd+T). As a
comparison, in this case, a standard Monte Carlo integration for « = 1 gives a smaller

error, bounded by O(h &

21)_

For fixed tube width of O(1) (¢ = 0), the error estimates are O(h%) for GSA
(g = 1 and d > 3), which is almost second order convergence in high dimensions.
It exceeds the theoretical estimate O(h). For 6% (¢ = 2 and d > 5), the error
becomes O(h%), which is almost 4th order when the dimension is high, exceeding
the theoretical estimate (O(1%). We gain these additional convergence rates from the
strong convexity in high dimensions. However, for low dimensional surfaces of d = 2

or d = 3, once the regularity ¢ > 1 > dz;l, we have a generic error estimate

Oh* T+ log h|) or O(h“F +9).

2.3 Variance of error under random translations

We now characterize the variance of the quadrature error caused by random shifts
of the lattice, an important issue for practical applications [11, 20, 21]. We denote
by ¢ € RY the random shift, and denote by Z;,(f; ¢) the implicit-boundary-integral
quadrature with the random shift; that is,

Ti(f:€) :=h" > Q(h(n+&)).

neZd4

The quadrature error is h-periodic. Hence, we only have to consider a random offset
& € [0, 114. First, we note that EeZn(f; &) = Z(f), since

BT (fi8) =k Y [ O+ e)d = [ owx =11
neZd4 [0.1)¢ R?

We therefore define the variance of Z;,(f; ) as

2

d
ST =ty o+ £)| dt.

nezd

Varg[Z),(f; §)] := /

£<[0,1]

We are interested in providing an estimate for this variance.
The following theorem follows the idea of the classical result by Kendall [22].
General L? estimates can be derived similarly; see, for instance, [6, 19].

Theorem 2.3 Let ' € C be closed and strongly convex. If ¢ = ©(hY), then
Varg [Z,(f: §)] = O(pd~1T2a+ D=y,
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Proof Let A(h,¢) = h® Y, cz¢ Q(h(n + &)). It is then clear that A(h, &) has a
Fourier series expansion that converges in L2([0, 11%):

Alh, &) ~ Y ag(h)e™ &
Ee7d

where the Fourier coefficients are given as

ag (h) = / Ah, £ M9 g
[0,1]4

_pd f hn 4 £))e- 2T EDg
2 f . QOm e ¢

neZd

ZhdZ/

|y Qe e
nezd °

=/ Q(x)e‘z”"(hflg"‘)dx
]Rd
=0 '®).

Notice that ag = Z(f). Therefore, we have

Varg [Th(f: )] = Y lagMPP= Y 1G9
£€74 |E|#0 £eZd |E|£0

Using Lemma 2.2, with ¢ > 0, we get

Varg [Z(f: §)] = O(e 2@+ Dpdt1420) - 3™ (g =@iD-2

ez |E|#0
— O(hd—l+2(q+l)(1—a)).

The proof is complete. O
A probabilistic consequence of the above variance characterization is the following.
If one randomly chooses a shift £ € R? in the implicit boundary integration, then by

the Chebyshev inequality, there exists a constant C, depending on both f and the
surface I, that

IP’(|Ih(f; £ —T(f)| > kh%ﬂff“)“—“)) <Ck™2, k>0

Hence, for weight functions with sub-critical regularity g < %, this implies that it
is rare to achieve the possible worst bounds shown in Theorems 2.1 and 2.2.
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10
| |-e—quadrature error|

<—quadrature error ) |[~o~quadrature error
O(hO.S) ) ) I

0(h'3) o(h%5)

5L | L 8L I EERE -10 ) 1NN I I
10 10 10
10 10 107 10 10 107 10 10° 10

Fig. 2 Quadrature error with weight function HSA with respect to grid size h. Left: tube width ¢ = 2h.
1
Middle: tube width ¢ = 2k 2. Right: tube width ¢ = 0.1

2.4 Numerical experiments

In this section, we numerically verify (i) the quadrature error bounds shown in Table 1
on circles in 2D and spheres in 3D; and (ii) the variance of quadrature error under
random translations. The reference values of the boundary integrals are computed by
Mathematica to machine precision. The MATLAB source code of all numerical
experiments is hosted in the GitHub repository’.

2.4.1 2D circle

The 2D experiments are performed on the circle I

RV R
(x 2xo) n (y 2yo) _1
r

r

with r = % and (xg, yo) a randomly sampled point. The test integrand function f :
R? - R is given as

f(x,y) = cos(x? — y)sin(y? — x%).

With the weight function GSA € W), the quadrature error has an upper bound estimate
O(h%”(l_"‘)). As we can see in Fig.2, fora = 1, o = % and o = 0, the estimated
error bounds (’)(h%), O(h %) and (’)(h%) appear consistent with the numerical results.

With the weight function 6°° € W, the quadrature error has an upper bound esti-
mate (’)(h%”(l"")). In Fig.3, we find that fora = 1, @ = % and o = 0, the estimated
error bounds (’)(h%), Oh?) and O(h%) match the numerical results approximately.

The variances of error are plotted in Figs.4 and 5 with 32 random shifts, consistent
with the result of Theorem 2.3.

1 https://github.com/lowrank/ibim-error-analysis-experiments.
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10—3v . 10—6, 104[ - — — - —
—o-quadrature error —o—quadrature error’ | |-e—quadrature error. A
o(h°%) 202 f 108, 0(h>?) s

IU—A ! !
10° 10}
|
10 10 1010
| |
\f © 1010} - 1012}
|/
6. \l 9 3
10 | !
e eas o : 101t ! ! 1024t 1 iaas
10 10° 10 10 10° 102 10 10" 10

Fig. 3 Quadrature error with weight function 5 with respect to grid size h. Left: tube width ¢ = 2h.

1
Middle: tube width ¢ = 2k 2. Right: tube width ¢ = 0.1

10— 3 10°
{|-e—error variance —e—error variance o 1% | |-e—error variance
o(h'?) o(h3%) | o(h%9)
10—5 I
107 10°
-10 | |
10 SN .
10°® 77N 1070
; X/
A N
ad 4
10 10° 102 10 10 10 10

Fig. 4 Variance of quadrature error with weight function GEA with respect to grid size h. Left: tube width

1
& = 2h. Middle: tube width ¢ = 2h 2. Right: tube width ¢ = 0.1

- T 10° - 100
108 o error variance —e—error variance —e—error variance
| o(h9) o(h%0) 5 o(h’%
10" 10°
1079 t
1010 1010}
N ;\f(
1010 | 1035+ - il | 1018
10" 10° 102 10° 10 10! 10

Fig.5 Variance of quadrature error with weight function 65 with respect to grid size h. Left: tube width

1
& = 2h. Middle: tube width ¢ = 2h 2. Right: tube width ¢ = 0.1

2.4.2 3D sphere

The 3D experiments are performed on the sphere I":

(x —x0)* | (y—y)? | (z—2z0)?
> T > T 7 =1
r r r

with r = % and (xo, Yo, zo) a randomly sampled point. The test integrand function
f : R? — Rin this case is

3

fx,y,2) = COS()C2 -y — 23) sin(y2 — x> —=2).

With the weight function GEA € Wi (resp. 5% € W), the quadrature errors are shown

in Fig.6 (resp. Fig.7) fora = 1, a = % and o = 0. The estimated error bounds are
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10° 3‘ quadrature error < quadrature error
; o(h1 °)
\

10"

.8
.
=

i mJ'*
10! 10?2 10! 10?2 10!

+

Fig. 6 Quadrature error with weight function GSA with respect to grid size h. Left: tube width ¢ = 2h.
1
Middle: tube width ¢ = 2k 2. Right: tube width ¢ = 0.1

<—quadrature error,

[ '+quadrature error

A

0, . )
‘ l —o(h*?) S}
104} | 107 1
104 ! f’fﬂ |
I I <
| ot 7
; 10~6§ [ R /\/
' r 10° 5! < \\ /
10 | [ ¢
¥ : 8ot 8l
10 10" 02 10" 02 10"

Fig. 7 Quadrature error with weight function 65°° with respect to grid size 4. Left: tube width ¢ = 2h.

1
Middle: tube width ¢ = 2k 2. Right: tube width ¢ = 0.1

109 — 102 - 10? 3

{|-e—error variance H ©—error variance ’ e—error variance /]

2 4. 7 ' s

o(h??) 1041 0(h*?) T 104 0(h®0) /]

7\ / & |

‘ ] == |

100} - 1

| . |

10} |

\ z

1010} |

glo oo 12‘ 12 }

10° 11 10" F t t 10 i

10 10! 102 10 10 10!

Fig. 8 Variance of quadrature error with weight function 984 with respect to grid size 4. Left: tube width

1
& = 2h. Middle: tube width ¢ = 2h 2. Right: tube width ¢ = 0.1

10 s 10°

—e—error variance 5 oerror variance | 7 —e—error variance
0(h20) . 10 o(h%%) R / 0(h80) A/,,

. | o
10 P //f\,/ 1010,

107+

to
1010 1 I 1015 7 | 1]
10 10! 10 10!

Fig.9 Variance of quadrature error with weight function 65 with respect to grid size . Left: tube width

1
& = 2h. Middle: tube width ¢ = 2 2. Right: tube width ¢ = 0.1

still consistent with the rate O (h!1t2(1-9)) (resp. O(h'130-9)y) The corresponding
variance of quadrature error is plotted in Fig. 8 (resp. Fig.9).

Remark 2.2 One obvious observation we have is that quadrature error (as well as its
variance) suffers from larger fluctuations in some of the scaling plots. There are two
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naive possible reasons for this. First, since the computational cost is proportional to the
number of grid points inside the tube &~ O(h*~?) for ¢ = O (h%), which is very high
when the grid size is very small, we only use a moderate number of random samples in
each numerical experiment for variance estimation. The large fluctuation in the error
estimates may thus come from this insufficiency of sampling. Second, Lemma 2.2
only provides an upper estimate (which may not be tight) for the Fourier coefficients
| ,Q\(h’1 ¢)| (used in Lemma 2.3 and Theorem 2.3). Such Fourier coefficients may result
in smaller quadrature errors (as well as the corresponding variance) than those given
by the upper bounds.

Remark 2.3 For the efficiency of computation, when the tube width ¢ = ©®(h), one
can apply the approximated Jacobian factor J, &~ 1 instead of the accurate one if the

dimension d = 2, 3, without altering the error estimate O(hd%l). If the dimension
d =4, 5, one can alternatively use the approximation J,(x, ) ~ 1 — dr (x) Adr (x),
which can be effectively computed by a local central difference scheme.

Remark 2.4 1t is worth noting that when the boundary is strongly convex, the quadra-

d—1 . . . . .
ture error O(h 2 ) for a thin tube with width ¢ = @ (h) is somewhat equivalent to
the error using a standard Monte Carlo method. This seems to imply certain equidis-
tributed “randomness” of the lattice points inside the tube. However, this is still an

open question even for spheres unless the tube width ¢ is at least @(h%), which can
be derived by combining the Theorem 1 of [10] and the lattice count theorem in [14].

2.5 Convex but not strongly convex boundaries

It turns out that the results in this section can be modified slightly for closed, convex but
not strongly convex, surface I" € C* with at least one positive principal curvature. In
this case, the stationary phase estimate used in proving Lemma 2.2 gives a degenerate
result (see Remark A.2), which leads to a modified version of Lemma 2.2 in which
one replaces d with A 4+ 1 (A being the number of positive principle curvature of I™).
Based on this revised version of Lemma 2.2, we can reproduce all the theorems in this
section to have the following result.

Corollary 2.3 Let I' € C* be closed and convex with at least A > 0 strictly positive
principal curvatures everywhere. Then every theorem of Sects. 2.2 and 2.3 holds with
d replaced by (A + 1).

As an extreme example, in the following Fig. 10, we show that if the boundary I
has a segment component parallel to y = x, where A = 0, numerical quadrature with
tube width ¢ = @ (h) will introduce an O(1) error even when integrating a constant
function. In addition, if one computes the quadrature with random shifts, the standard
deviation is still O(1). Such an argument can be easily adapted to segments with
rational slopes.

Remark 2.5 Such a difference between smooth convex sets and polytopes has already
been spotted in the famous lattice point problem. The early works trace back to Hardy
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Fig.10 I" (red solid line) has a 1 ) ° o, e
segment component as y = x. ‘ | i B

The tube, denoted by the red | ’ i |
dash line, has a width ¢ = %h. 05 B G - * R
The green dots are lattice points, ' | P N ,
and the blue dash lines are I e A R

projections to I”

and Littlewood [12, 13] over a century ago. The lattice point problem studies the
discrepancy

ltB NZ% — meas(B)?.

The discrepancy could be regarded as random fluctuations if B C R? has a smooth
convex boundary. In contrast, if B is a polytope, the leading term in the discrepancy
may still behave polynomially [27] in the variable ¢, which conceals the randomness
behind the successive order. In addition, the fluctuations of randomness are closely
related to the Diophantine approximation problem; see [1, 28] and references therein.

3 Theories for smooth closed curves in R?

In this section, we will establish a general theory for the implicit boundary integral on
smooth closed curves in R?. The case when the curve is closed and strongly convex
is only a special case of the results in Sect.2. We, therefore, focus only on the cases
where the curvature vanishes at certain points of the curves.

3.1 Vanishing curvature at isolated points

We start with a generic case where the curvature vanishes at a finite number of points.
It suffices to consider only one point with vanishing curvature using a partition of
unity argument. We set this point z as the origin. We assume that the curvature at z
vanishes to order k — 2 for certain x > 2, which means locally we can arrange the
frame and represent I” as (x, g(x)) C R? such that

g(x) = |x[“h(x), heC®[-r,r], h(x)#0 Vxel[-r,r] 3.1

for certain r > 0. Then in the proof of Lemma 2.2 (see Appendix A), instead of
gaining an additional decay factor O(|¢|'/?) for (A.2), the factor becomes O(|¢|'/*)
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in the spirit of Lemma C.2 (a generalized version of the van der Corput Lemma [30]).
Repeating the proofs in Sect.2.2, one can obtain the following result.

Corollary 3.1 Letd = 2, and I" be a smooth closed curve with vanishing curvatures to
order k — 2 (k > 2) at finitely many points. Then, when the tube width is ¢ = O(h%),
the quadrature error scales as

1
\Zf = Tnf| = O+ TFDA=),

When « = 1, the quadrature error is bounded by O(h%) which degenerates to O(1)
as k — oo (that is when the curve locally becomes straight, as in Fig. 10). While this
worst quadrature error may be unsatisfactory for practical uses, under random rigid
transformations, the “average” quadrature error could be greatly improved over this
bound.

3.2 Variance of error under random rigid transformations

The discussions in Sect. 2.3 suggest that the distribution of signed distances on lattice
points to a strongly convex smooth boundary behaves “almost” random so that most
rigid transformations (rotations and translations) of the lattice points will not change
the quadrature error too much. In this section, we show that under random rigid
transformations, even with a finite number of points on I” with vanishing curvatures

1
will not alter the “average” quadrature error O (h2 @D,

Theorem 3.1 Let k € (2, 00) and I" be a convex closed C* curve with finitely many
points of vanishing curvature of maximal order (k — 2). For any rotation n € SO(2)
and translation & € [0, 112, let T,,(f; 1, &) denote the implicit boundary integral with
tube width ¢ = ©(h%), a € [0, 1] on the transformed boundary nI" + h&. Then, we
have that

f / \Zn(f5 1, &) — Z(f)I*dndE = O(p' 2t D=y
[0,1]2 neSO(2)

where dn is the normalized Haar measure on SO(2) and q > 0 is the regularity order
of the weight function.

Proof Let Qr(x) := f(Prx)0.(dr(x)). The quadrature Z (f; n, &) can be written
as

Tu(fim) =h* Y Qurang(hw) =h* >~ Qr(hn~" (w — £)).

weZ? weZ?

Similar to that in the proof of Theorem 2.3, we have

[ mgie-TpPasan= [ Y 10re T wPdn,
SO(2) J[0,1]? SO(2)

weZ2,w#0
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Next, we provide a slightly different estimate of O from the one in the proof of
Lemma 2.2. Without loss of generality, we choose a partition of unity {¢ j}j.vzl for
I" such that each support supp¢; C I" contains exactly one point with vanishing
curvature to order k — 2. The case where supp ¢; does not contain any point with
vanishing curvature is already handled in Theorem 2.3. Locally, the support of ¢; is
represented by

suppo; = {(x,g;(x)) | x € (—=r, 1)},

with g;(x) taking the form of (3.1). Let w = |w]|(sind, cos§). Then, according
to (A.2), if we set x = (x(8), g;(8)) € I', then x + sn(x) becomes a stationary point
if

5g(x(8))
(I + 18, @) )

sin(8) + g (x(8)) cos(8) — (sin((S) + g5 (x(8) cos((S)) —0.

(3.2)
When ¢ is small enough, (3.2) is equivalent to
sin & + g; (x(8))cos 8 = 0.

This leads to |x(8)| = @ (|8]'/*~D) since locally gj(x) = O(x][<~1). We estimate
@ r in three different cases:

1. If |x(8)| > r, then there are no stationary points near the point with vanishing
curvature. The estimate will be the same as that in Lemma 2.2, that is,

|§FE(W)| = O(g_q_l |w|—1/2—(q+1)).

k=2
2. If |x(8)| < |w| «&=D the pointis close to the origin. We can then use Lemma (C.2)
(the revised van der Corput Lemma) and Lemma 2.2 to conclude that

106 (W)| = O~ jw|~V/e—(a+D)

K—=2
3. If r > [x(8)] > |w| <=, the point’s Hessian is at order O(|x(8)[*~2). We
apply the standard stationary phase approximation with the additional factor
k=2
()72 = ©(15]7272) to get

A K—=2
1Qr¢;(w)| = O™ lw| =127 D572,
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Therefore, we have
. 2
/ Gy ("~ w)Pdy = O (‘s—q—llh—lwl—l/Z—(cﬁ-l)‘ >
SO(2)
Lo (|h*1w|‘Kk;2 ’5*4*1 |h71W|71/K7(q+1)‘2>
oM 2
+f 2 O ds.
|h= IW\

The first two terms are both bounded by O (e 72421 T2+ |w|=1=2(¢+1) "and the
last integral is bounded by

P llh W|—1/2 (q+1)‘5‘ 2/( 2

O(e=2~2 w12+ D142+ Dy [* o 1 52 s
|h~ 1w|

Taking ¢ = O(h%) then gives us

/ S 19reiT i iwPan = Y 0@ 22w I 420D,
SO(Z) WGZZ,W#O WEZZ,W;AO
= O T2+ DU=e)y

The last step is to use the Cauchy-Schwartz inequality and the finiteness of N to
conclude that

2

N
/ IQr(h 7w Pdn = Y > 0rgit T w| dn
SO(2) eZZ SO 720 | =1
=N 1Qrg; ("~ w dy
S0@) w€22 ,W#0
— O(hl+2(q+1)(l Dl))
The proof is complete. O

In fact, one can work a little harder to remove the convexity requirement in the above
theorem. The main idea is that, instead of using the representation (3.1) for the curve,
which sustains the convexity, we can represent the curve locally as (x, g(x)) C R2
for x € (—r,r) that

g(x) =sgn(x)|x|[“h(x), h(x)#0 Vx e (-r,r), he Cz(—r, r). (3.3
The proof of Lemma C.2 (the revised van der Corput Lemma) shows both (3.1)

and (3.3) can be handled by the same procedure; see Remark C.1. We can thus have
the following corollary.
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Fig. 11 The smooth boundary 1 ° ° ° ° °
with vanishing curvatures to | [
order two in (3.4)

Corollary 3.2 The same estimate in Theorem 3.1 holds for any closed boundary I" €
C® ifit only has finitely many points with vanishing curvature, whose maximal order
is (k — 2) fork € (2, 00).

3.3 Numerical experiments

Here, we present some numerical simulations to verify the variance estimates in Theo-
rem 3.1 and Corollary 3.2 for the quadrature error under random rigid transformations.

3.3.1 Convex curve with vanishing curvatures

To numerically verify the variance estimate in Theorem 3.1, we consider the convex
curve

(x — x0)* N O —0)? _

7 2 1 (3.4

r r

with » = 2 and a random center (x0, o). The curvature vanishes to order two at
(x0, yo £ 7); See Fig. 11. The integrand function is selected as

fx,y) = cos()c2 —y) sin(y2 - x3)_
The weight function is GSA € W. Each experiment is performed with 32 random

rigid transformations independently. The decay rates of O (h7~**) and O(h"~%¢) have
been observed in Figs. 12 and 13 for different tube widths ¢ = & (h%), respectively.

3.3.2 Star shape
For the case of non-convex curves, we take the star-shaped curve in polar coordinates:

p(@) = R + r cos(m0) 3.5)
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10° 10° 10°

—e—error variance —e—error variance —e—error variance
—o(h'9) O(h*%) i o>
? i
10 N s
10°
10°
107 V}M : T ] [\ 4
¢ o
A o/
4 2 A/ 1010
4 1010 £ N[
108 .
107 10 107 107 10 10" 107 10 107

1
Fig. 12 Variance of quadrature error for weight function GSA. Left: ¢ = 2h. Middle: ¢ = 2h2. Right:
e=0.1

10°® 10° 10°
—e—error variance —e—error variance N | |-e—error variance
o(h?) o(h*%) 5 o)
107 10° I 105}
10® 1010 1020
109 107° 107
102 10 10" 102 102

1
Fig. 13 Variance of quadrature error for weight function 65°. Left: ¢ = 2h. Middle: ¢ = 2h2. Right:
e=0.1

Fig. 14 Star-shape boundary
with parameter R = 0.75,
r=0.2,and m = 31in (3.5)

=

0.5 1

with parameters R = 0.75, r = 0.2, and m = 3; see Fig. 14.

The curve is non-convex but consists of finitely many points with vanishing curva-
tures. We use it to verify the result in Corollary 3.2. The integrand function is selected
as

fx,y) = cos(x® = y)sin(y* — x7).
The weight function is 98A € Wj. Each experiment is performed independently with

32 random rigid transformations. The decay rate of O(h>~*%) is observed in Fig. 15.
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-6 — T T P =
10 o—error variance A o—error variance °—error variance

ot | A o(h>%) o 1041 O(h%0)

1010

o e
N/ 1010}
4 i ,,\//

-8 . . . -15 L — . . . . -12 b L . b
10 10 10 S
107 10 107 10 107 10 107

1
Fig. 15 Variance of quadrature error for weight function 084. Left: ¢ = 2h. Middle: ¢ = 2h2. Right:
e=0.1

4 Further discussions on open curves

In this section, we consider the quadrature error on open curves instead of closed ones.
For technical reasons in the derivation of the theory, mainly the fact that in the case
of open curves, we cannot construct a partition of unity with C§° functions, we have
only weaker results compared to the ones in Sects.2 and 3.

We consider two groups of curves: (i) curves with finitely many inflection points
(curvature zero) and (ii) line segments.

4.1 General curves

Let I" be a collection of curves that I = UZLl Iy, where each curve I, € C*®
has only a finite number of points with vanishing curvature, whose maximal order
is (k —2), k € (2,00). Take Ok (x) := f(Pr;x)0:(dr, (X)) Je(Z, dr; (X)), we define
generalized implicit boundary integral on the collection I" as

Ti(f):=h"Y Y = Q@),

k=1 ze(hZ)>NTy .

where Ty . = {X +my(x) | (X,1) € Iy x [—¢, €]} is the segmented tube associated
with Iy and ng(x) is the unit normal vector at x € I%. Clearly, the smooth closed
boundary in Corollary 3.2 is a special case for m = 1.

Theorem 4.1 For any rotation n € SO(2) and translation & € [0, 117, we denote the
generalized implicit boundary integral with tube width ¢ = © (h%) on the transformed
curve collection nI" + h& as Iy (f; n, &), then if there are no points with vanishing
curvature or there exist finitely many points with vanishing curvature to the maximal

order k — 2 for k € [2, #), then

/ / Z(f) = Tu(f; . &) PdEdy = OhF+HET1-0),
s0@) J[0.12

Proof Without loss of generality, we may assume [} has at most one point with
vanishing curvature at its endpoint, otherwise one can split the curve into shorter
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pieces. Let
T i={(x, ge(x)) | x € [0, r]}
such that gx(x) = |x|*h(x), h € C*°[0,r] and h(x) > O for all x € [0, r]. When

k = 2, then there are no points with vanishing curvature. Using the derivation in
Appendix A, the Fourier transform of Qy X1, becomes

Toxme, @) = fT Qe (x)e 7% dx
k,e

= / Do) [ FOe 2T S 4o gy
—& I

& r
=/ o (s)/ foye o ates) J1 4ol (x)2dxds  (4.1)
/;e ‘ 0 k

where do is the Lebesgue measure on I, x7, , denotes the characteristic function on
Tk, and

—HWhH+ 6
U+ g

Let {x;};>1 be a partition of unity over the interval [0, r]. It is clear that we only have

d(x,81,8,8) =x81 + g(xX)o + s

to estimate Qy X1, for each integrand f(x)y; instead of f(x). Therefore, we may
further assume f () = 0. Let us define the auxiliary function G (x, s) that

X
G(x,s):/ e 2mip(1.81,62,8) gy
0

Then, using integration by parts on (4.1), as well as the the assumption that f(r) = 0,
we obtain

QTXT;(,E(;) = /_i Be (s) /(‘)’ fx)e oWt [l 4 | g (x)|2dxds
& r d
= / 0, (s) [—/O G(x, S)E (f(x),/l + Ig,’((x)|2> dx:| ds. (4.2)

—&

Letx’ = (x, gr(x))andn(x’) = (sin ¥ (x), cos ¥ (x)), thenyr(x) = — arctan(g’(x)) =
@(|x|"’1) and ¥ € [—, 0] for certain ¥¢ € (O, %). In the following, we use the
notation { = |¢|(sin 8, cos §) and estimate the integral in the following form

& r d
£ = /_Seg(s)/o G, 5) - (f(x),/l+|g;/<(x)|2> dxds. 4.3)

We split the integral in x into two different regimes.
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Case 1.OnZ; := {x € [0, r] | |cos(¥(x) — 8)| < |e¢|~'}, we can use Lemma C.2
to find that |G (x, )| = O(|¢|~'/%), and the contribution on Z; is then

. d , B
ei= [ 00 [ Gt (o011 P ) dvds = 0 (el

O ((IgDTTIZI=) if [sin6 — $)| < (elg)
O (Isind = 3) eleDE17F) - if|sinGs — D)l > (elgh

Case2.0n 7, := {x € [0, 7] | |cos(¥(x) — 8)| € [le¢|~", 1]}, we use integration by
parts (¢ + 1) times on (4.3). The contribution on Z, can then be estimated as
1 q+1 a4 57\ d P
&= _g/;z [m] (G(X,S)ﬁea Y;,) Ix |:f(x)\/ 1+ [g; (x)] ]dx
Lo sy gatl 1 q+1 d
Rl - @ / ()12
+ Z/ J5at1 O (s) . |:27'rin(x/) : C] G(x,s) I [f(x) 1+ |gk(x)| i|dxds.

=19

L

Since In(x') - £| = [¢]|cos(y(x) — 8)|, we can then apply the estimate G(x, s) =
O(|¢|~'/%) again. This leads to

- B 1
£=0 (7@ Dy WHM)/I o — pCnfat
2 S\

k=2
. - L e i n
=0 (e"@th (g+1+1/k) /2 2~ it (lett== -8+
(e=@tg) ) Joy s~ Temee lett = 5 =5+ ¥(x))
3 R
<0 (8—(q+1)|;|—(q+1+1/l())/2 I(SICI)' j—ll de
lgh=t  Isintl?

1
=(9(|SCI —Tg] K)-

The above calculations show that

/Osz &11%ds = 0 (15172 [le172 + leg |51 ])

. 2 4.4)
fo 1E21%d8 = O(leg|”#T|¢|72/%).

To estimate (4.2), we observe that
5 1.y2 1 o 2
[ 10 ordn = o [ e+ ealds
SOQ) 27 Jo

1 2 5 )
< E/o (|51| + 15| )d(S.
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This, together with (4.4), gives

2
Kk—1

[, S — _2 .
O(leg|™1¢1™« + leg| [¢17«) ifk €12,3],

/ \Qixzy, (1 &) Pl = AR S S
SO(2) O(leg|” «=T[g| 7% +|eg| ==T|g| %) ifk > 3.

Since % < % and % < 2, we only need the second term. The variance of

quadrature error is therefore bounded by

> Img(n_lh_li)lzdnz(?(/ (sh—lpr/l(h—lp)‘?pdp)
SO12) p=>1

reZ?2—-{0}
242 (1—
= Qi+ (=),

where we need k < # ~ 2.618 for the integral to be finite. This finishes the proof.
O

We emphasize that the result in Theorem 4.1 is valid for smooth open curves as well
as closed ones. However, as we commented before, the above estimates are not as strong
as the one in Corollary 3.2 for smooth closed boundaries with any « € [2, 00), since
in the current case, the partition functions are not smooth and compactly supported. It
is, however, possible to generalize the estimate in Theorem 4.1 to larger « by a careful
computation of (4.2). In particular, as we will see later in the numerical experiments in
Sect. 4.3, the estimates in Theorem 4.1 appear to the sharp for curves without inflection
points (k = 2). However, for k > 2, the estimate in Theorem 4.1 may still be far from
being optimal. When the tube width ¢ = @ (h), the estimates in Theorem 4.1 and
Corollary 3.2 coincide for k = 2, which implies open and closed curves may have the
same variance of quadrature errors O(h).

4.2 Segments with irrational slope

The illustration of Fig. 10 shows that the worst scenario for straight segments is O(1).
There is, however, a dense subset of slopes that the quadrature error could be much
better. We now show that if the slope of the straight segment is quadratically irrational
(which is dense in R), then the quadrature error can be reduced to O(h?~| log hl)
for a width of ¢ = O(h“). The proof is based on the concept of low-discrepancy
sequences. Let us first recall some of the necessary tools.

Definition 4.1 The discrepancy of a set P = {x1,...,Xy} C R is defined by

|P N B

Dy (P) = sup
BeJ

— meas(B)

where meas(A) is the Lebesgue measure of A, J is the set of d-dimensional boxes of
the form [, [a;, bi), 0 < a; < b; < 1.
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The following Theorem 4.2 shows that a set with small discrepancy serves as a quadra-
ture rule of equal weights for functions of bounded variation. This quadrature rule is
also called the quasi-Monte-Carlo method [3, 15, 29, 33], and it outperforms the stan-
dard Monte-Carlo methods in accuracy if {x;};>1 is a low-discrepancy sequence [26].

Theorem 4.2 (Koksma-Hlawka Inequality /5]) Let f have bounded variation V (),
then

1 N
’NZM)—/ fXdx| < V(f)DN(X1, ..., Xy).
i=1 (0.1

However, the general d-dimensional lattice #Z¢ only has a discrepancy of O(h).
Hence, a direct application of the Koksma-Hlawka Inequality to the weight function
0. (x) only implies an error bound of O(%). We will show below in Theorem 4.3 that
the error can improve if the lattice points are chosen appropriately. To choose such
lattice points, we need the following result.

Lemma 4.1 ([17, Theorem 2.3.3]) Let R C R? be a convex polygon P1P>... P,
P, = Py. Let the slope of side P;_1 P; be «; and assume that «; can be written in
continued fraction

o =ap,i+1/(ai;i+---),

with convergents ;’I‘(—’, k € N. Then the difference between the lattice point count inside
51

R and area of R is bounded by Y "!_, p(P;—1 P;), where p(P;_1P;) = le;o as +
lP"‘q‘k#, | Pi_1 P;| being the length of the side, and k being the largest integer that

Gri < |Pi—1Pi|+ L.
This result allows us to show the following.

Corollary 4.1 Let R be a rectangle with side lengths s and t, and the corresponding
slopes a and B. If the terms of continued fraction of o and 8 are uniformly bounded,
then ||RNKhZE| —h=2st| is bounded by O(1)+O(log(h~'s+ 1))+ O(log(h~ 't + 1)).

Proof For continued fraction of « (and the same for ), the convergents ry /gy satisfy
qk+2 > 2q. Therefore, k < % + 1; see [17] for more detailed discussion. The

conclusion then follows directly %rom Lemma 4.1. A similar conclusion can be found
in [12, Theorem A3]. O

We are now ready to prove the first main result of this section.

Theorem 4.3 Let I’ C R? be a segment with a quadratically irrational slope. Then the
quadrature error of integrating the function f € C(I"), with tube width ¢ = ©(h?)
(a € [0, 1]), is given as

IZ(f) = Zn(f)| = Oh* “log(h)),
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where Iy (f) is defined as

Ti(f):=h> Y  [@b@),

2e(hZ)2NT,

with T, = {x+1tn | (X,t) € I' X [—¢, €]} and n being the unit normal vector for the
segment.

Proof For simplicity, let I" be the segment sitting on x-axis and rotate, instead, the
lattice to pv + gv+ where v = (vy, v) is a unit vector and (p, ¢) € Z>. We denote
by R := I x [—¢, ¢] the rectangular tube around I". The quadrature becomes

Tu(f)=h> Y xrfh(pv+qv?)-eNbe(h(pv+qvh) - e),
(p.q)€Z?

where x is the characteristic function on I". Let P := RN {h(pv+qv>) | (p,q) €
72}, and denote by N = | P|. Then the discrepancy of P (with scaling) is

|P N B

Dy (P) = sup
BeJ

meas(R) —meas(B)|, J ={lai,b1) x [az,b2) C R}.

Since the continued fraction of a quadratically irrational number is periodic, it is
uniformly bounded. By Corollary 4.1, N = h~2meas(R) + O(log(h)). We can derive
that

h~%meas(B) + O(1) + O(log(h~'diam(B) + D

Dy (P) < sup eas(R) — meas(B)
BeJ N
) 1
< h~“meas(R) “ 1|+ sup O() + O(log(h™ 'diam(B) + 1))meas(R)
N BCJ N
_ O(h%log(h™)
B meas(R)
By Lemma 4.1, we have
1
N o000 - o [ s war| < et @

where Vg (f0:) = O(e1) is the total variation of f6: on R. Multiplying N h2to (4.5)
then gives us

WY f(@)0(2) — < NR>Dn(P)VR(£6).

zeP

(R) / J(x)0 (x)dx
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Using the fact that Nh*> = meas(R)+O(h?log(h~')) and meas(R) = O(e) = O(h*)
(a € [0, 1]), we obtain the desired error estimate

IZn(f) = Z(N)l =

WY f(@)0(2) — /R f ()0 (x)dx

zeP

2 -1
< N*Dy(P)Vr(f6:) + O <%>/ S (X)0: (x)dx
meas(R) R

= O "W logh™").
This completes the proof. O

In Theorem 4.3, the requirement that the line segment has a quadratically irrational
slope is mainly used to get the boundedness of the continued fraction needed in the
proof. This requirement can be replaced with other conditions that would ensure the
boundedness of the continued fraction. In fact, by a slight modification in the proof of
Corollary 4.1 and Theorem 4.3, we can derive the following version of the theorem.

Corollary 4.2 Let I' C R? be a segment with slope B whose continued fraction is

[bo; b1, b2, --- 1. If |bx| < CkP, and tube width ¢ = @ (h*) (o € [0, 1]), then the
quadrature error of integrating the function f € C(I') is

IZ(f) = ()] = O logh ™! (h)).

The variance of error can be characterized as follows.
Theorem 4.4 Let I' C R? be a segment of unit length. For any rotation € SO(2)
and translation & € [0, 11, we denote by T),(f 1, &) the implicit boundary integral

with tube width ¢ = ©(h*) ( « € [0, 1]) on the transformed segment nI" + h&. We
have

O3, a €0, 2L),
\Zn(f3 0, &) — Z(f)Pdndé = B 24+1
/[0,1]2 /neSO(Z) O(h1+Ca+D-a)y o ¢ [%, 11,

where dn is the normalized Haar measure on SO(2) and g > 0 is the regularity order
of the weight function.

Proof We denote the rectangular support of Qr(x) := f(X)0:(x) by T.. If B is the
angle between the segment I" and &, then

Or () = ’ Qr(x)e 27 EXgx = f(|&| cos )0: (|&] sin B).
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The following generic estimates of Fourier transforms can be derived using integration
by parts,

1
f(|§|0055) <m) )

0 (&|sinp) = O ((m> ) ’

where ¢ is the regularity order of 6. Therefore, there exists a constant C > 0 that

(4.6)

R 2 1 2r .
/ 0rm'®)| dn=—/ |7 (g1 cos 1B (1| sin B[ dp
SO(2)

2 2(q+1>
<1+|EI|COS/3I) <1+8|«Sllsmﬁ|>

2 2(q+l)
= [ (rgram) ( )
|cos 1+8|§||sm,3
B

We now spht the integral into {0 < B8 < LE} {LE <
and {7 — m < B =75}toget

€&
[0 (1 + |§|ICOS/3|> 1+8IE|ISlnﬂ|

( ) (

/# (1 - |£|ICOSﬂI)2 (1 +a|s||smﬂ|)2(q+l)d’3 -¢ (e|s|3) ’
( ) (
( ) (

IS

1

b )
/11 <1+|§|Icos/3|) 1+8|E||s1n,3| W)

’ 1
/f 13(1-i-|’§||008,3|> 1+8|E||sm,3| W)'

2

Putting these together, we have

| 3 h24+3
h™ dn = —pdp | +0O / 55z rdp | .
fSO(Q) ‘Qr(n g)‘ n= /le 8,03 pap p>1 €2q+2p2q+3’0 P

which then leads to

¢ez2—{0)

O3, a € [0, 5240),
I i n, —I 2d d — 2q+]
/50(2) [, e T Pagan {O(h1+(2q+2)(1a))’ae T

This is the desired result. O
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Remark 4.1 1t should be noted that if f € C§°(I"), then by a slight modification
in (4.6), one can further improve the above estimate. The result can be adapted to
any polytope boundary I in high dimensions by combining the techniques in [7, 9,
31]. In our setting, we can use the divergence theorem to reduce the Fourier transform
into faces of lower dimensions plus the volumetric integrals with potentially smaller
magnitudes. The normal vector on each face stays constant, and eventually, the Fourier
transform can be decomposed into finitely many one-dimensional Fourier transforms.

4.3 Numerical experiments

Here are some numerical simulations to verify the quadrature error estimates and the
corresponding variance estimates in Theorems 4.1, 4.3, and 4.4.

4.3.1 Semicircle

We verify the estimates in Theorem 4.1 with a semi-circle. The quadrature on a semi-
circle can be fulfilled by setting the integrand function as zero on half of the circle.
Let the circle be

(x — x0)? N (v —y0)? _

2 2 1

r r

with r = % and (xo, yo) is a randomly sampled point. We take the integrand as

cos(x? — y)sin(y? — x3) if y > yp,
S, y) = .
0 if y < yp.

The weight function GSA € W and we sample the random rigid transformation 64 times
independently. The variance of quadrature error has an upper bound in Theorem 4.1
as (’)(h3’2°‘). As we can see in Fig. 16, for « = % and o« = 0, the estimated error
bounds O(h2) and Oh3) appears consistent with the numerical results. However,
for « = 1, the theoretical estimate is O(h) while we observed a transition of decay
rate from quadratic to linear. This discrepancy likely happened because in the proof of
Theorem 4.1, we applied directly the uniform bound G (x, s) = O(|¢ |’%), while there
are cases where a smaller bound G(x, s) = (| |_1) can occur. Then, the variance
will consist of two components with decay rates O(h) and O(h?), respectively, and
the quadratic decay rate dominates when the grid size is relatively large.

4.3.2 Segment with quadratically irrational slope

In this experiment, we verify the result in Theorem 4.3 on the segment of unit length
from the line y = yx with choices of y are /2 and #, with continued fraction
[1;2,2,2,---Tand [1; 1, 1, 1, - - - ], respectively. Both slopes have uniformly bounded

terms. The test integrand and the weight function are f(x) = |x|? and 0% € Wh,
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10 ! 102 102 .
| —e—error variance | ©—error variance = e—error variance o
| | |
1041 O(hL0) ; | o(h?%) 0o(h*%)
2.0 7 10} 104}
|0t o i
10°} &,f 1
| fff | 10 10}
s | |
L ! 10%] 1 108} 1
100} : |
| | | |
10122t ) 1010 1010 -
10° 10° 102 10 10! 10° 10 10"

1
Fig. 16 Variance of quadrature error with weight function GSA. Left: ¢ = 2h. Middle: ¢ = 2h2. Right:
e=0.1

10 = 10 - ! 10°
| |—=—quadrature error —e—quadrature error | -e—quadrature error
o(h'?) 102/ 0(h?) st [ 0(h*°) ooy
10 ! 1 10
10°
10
107} 10} s
\/ 10 ~ ]
) o/
104" ] 106" ] 106" ]
1073 107 10! 1073 10 10! 10° 10 10!

1
Fig. 17 The error decay for different tube widths and y = /2. Left: ¢ = 2h. Middle: ¢ = 2h 2. Right:
e=0.1

10°

10! 1 102¢
e—quadrature error’

>—quadrature error

|| -e—quadrature error i
——0(h19) O(h5) [ o(n29) 3]
10° W Y
102; 107 ol
10
103} 10}
10°
10-4. 1 10-6. 1 10-6
10° 10 10" 10° 102 10! 102 102 10!

1
Fig. 18 The error decay for different tube widths and y = ‘/§2+1 . Left: ¢ = 2h. Middle: ¢ = 2h 2. Right:
e=0.1

respectively. While the fluctuations are large, the upper bound of the quadrature error
decays roughly O(h*>~%) for various choices of ¢ = @ (h%), a € [0, 1]; see Figs. 17
and 18.

4.3.3 Segment under random rotations

To verify numerically the variance for the quadrature error on a unit segment with
random rigid transformations, we choose the integrand function f(x) = |x|2. The
weight function is 65° € W,. Each experiment is performed with 32 random rigid
transformations independently. A decay rate of O(h3~%) has been observed in Fig. 19
for different tube widths ¢ = @ (h?). In particular, for « = 0 and ¢ = %, the decay
rates match the prediction of Theorem 4.4. However, Theorem 4.4 seems to provide
an overestimate for the case of o = 1.
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107 3 . > 1072
e—error variance AT 10 +[—e—error variance| gss s >—error variance

/ \ A !
0(h29) 8, 0(h25) | /M/7 7 0(h39)
© g P2 10"

7 IRA IR IR 10 1 |- ) -10 s N I
1010'j 107 10! 10 107 10 10" 1 10 107 10
P
Fig. 19 Variance of quadrature error with weight function 65°. Left: ¢ = 2h. Middle: ¢ = 212 . Right:
e=0.1

Fig.20 Capsule shape boundary le ° ° ° ° °
(solid red line) consists of two : ‘
segments of unit length and two
semicircle boundaries with
radius r = 0.2

4.3.4 Capsule shape

The estimates in Theorems 4.1 and 4.4 imply that, under random rigid transfor-
mations, the implicit boundary integral produces a variance of quadrature error of
O(pMinG—e 1+2(g+1)(1-0).3=2¢) for 3 boundary made of strongly convex curves and
segments in two dimensions. This can be verified by considering the capsule shape
boundary with random rigid transformations; see Fig.20.

The integrand function is chosen as

f(x,y) = cos(x? — y)sin(y* — x%).

The weight function QSA € Wi. Each experiment is performed independently with 32
random rigid transformations. The variance of quadrature error is shown in Fig.21.
The error matches the theoretical estimate O (AMnG—e5—4.3=2e)y — (32,

5 Conclusion

This work analyzes the approximation of the numerical quadrature of the implicit
boundary integral method under different assumptions on the shape and regularity of
the boundary. We show that the quadrature error gains an additional order of d%l for
a smooth, strongly convex boundary. For a general smooth convex boundary in 2D
with finitely many points of vanishing curvatures, the average quadrature error has an
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>4 | | . : :
g2 - | 10 ,/,,f : 1010} poed = 1
LAY —e—error variance| | 1077 A —o—error variance. R —e—error variance
, J o(h0) ]2; 0(h?%) . N 0(h39)
10° 1022t P 102! T n
103 102 10° 10 10! 10° 10 101

1
Fig. 21 Variance of quadrature error with weight function GEA. Left: ¢ = 2h. Middle: ¢ = 2h2. Right:
e=0.1

additional order of % under random rigid transformations. The variance of quadrature
error estimate is also extended to open curves instead of closed boundaries in 2D. For

generic piecewise smooth curves with vanishing curvatures that x € [2, 3+T*f5) (see
1 1
Sect. 3.1), the average quadrature error is O(h e te1=9) If the curve is a segment,

. in(3z« 1 — .
the average quadrature error will become O(h™™ "2 2 (=)@ +1)y instead. Error
estimates for general curves with larger «, as well as high-dimensional quadrature
error estimates for general smooth surfaces and polytopes, will be studied in future
works.

A Proof of Lemma 2.2

Proof For any x € T, one can write it as X = X’ + d (x)n(x’), where X' = Prx. The
operator Pr is the projection onto I and d is the signed distance function to I". Take
a partition of unity {¢j}§y:1 on [" that ¢; € C;°(I"). On supp ¢;, we set a point y; as
the origin. Then locally I" can be represented by

I'={(y.ya) € Blya=p;(y)}
where B is a ball centered at the origin. One can arrange p; such that p;(0) = 0,

Vypj(y)ly=0 = 0and |[Vyp;(0)| = 1 on I". Next, we extend the definition of ¢; to
T, without losing regularity by setting

¢ (%) == ¢;(Prx).

Under the above setup, the Fourier transform of Q$ j can be written as

&
= / FX)G;(x)e 2T IXHNNL g (5)dsdo
I J—eg
&

= / FE)G(x)e 2TX / ¢TI LY ($)dsdo (A1)
r

—&
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where o is the Lebesgue measure on I'. Using the local frame (y’, y;s) to replace
x' € I' and writing & = (¢’, ¢4), we define

V(.8 ta.8) =y -+ piy)a+ sy, pjy)) - ¢.

Let ¢ = Supyequpp ®; |Vy pjl with Vyn being the shape operator (hence x =
SUDy esupp ¢, |Vyn| is bounded by the principal curvature). Suppose the tube width

¢ is small enough that ex < 1 and the smallest eigenvalue of V?, pj is larger than
ev1+ 12||V§,n||£(R(/,_>Rded) fort = I—C&‘K .

Case L. If ¢’ > 1=|¢4l, we find that

EK

IVy (¥ - &'+ pj(¥)a +sm(y) - I = 18" + Vypjéa +sVyn(y) - |
> 811 = s&) = [&allVy pj| > 0.

Using Fubini’s theorem, we can represent the integral (A.1) as

03, @) = / e f &G (e 2HIEHMONE 5
r

—&

& o - 1
_ / 0c (s) [;{d l e 2miv(y.¢ ’Cd,s)f(y/’ Ya)$; '\ va) [1 + |vy/pj|2] 2 dy'ds.
e _

Since there is no stationary point in the phase 1, this integral decays as O(|¢|~") for
any fixed N.

Case IL If |¢'] < 1“-|¢ql. the choice of ¢ makes Vyz,w = Vyz,,ojgd +sVn-¢
positive-definite. Define

£
DX, ) :=f e 2misnX) L9 (5)ds.

—&

Because 6, € W,, we can apply integration by parts g times for @ to obtain

&
D(x', ) :=/ e~ L g (5)ds

—&
1 ‘5 M omisn)-g 47
- —2risnO-L g (s)d
(27rin(x’)-;> ;,/;, e dsd e (s)ds,

where [s7, 5741] denotes the support of the [-th piece C! component of %05 (s). By
applying integration by parts again on each support [s;, s;+1], we have that

/Slh e 2misn(x)-¢ ﬂ@g(s)ds
, dsq
5]

S H
% e e*27TiSﬂ(X/)‘C LQF (5)(15
2rinx) - ¢ Jy, et

1 omisnx)¢ 47 8141
- L o.(s
2winx) - ¢ dsa EOf, F
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Therefore (A.1) becomes

0% @) = [ L€, (x)dx

q+1
di s 1 o i 4.
) WIZ(M )/(2()) F O3y S dg

S+l ga+!

q+1
1 = o, —2mi (X "))
|c|q+12/ gt [ ("’(znm(x/)l) Fj (e MO E g g,
I3

The main task is now to estimate the integral

g+l
/( : C) [ (X)) (x)e i HmENL g5

2rin(x’) - el

g+1

—2mip (.8 ! ~ A2

— /d71 e 2P (Y 8" 8a) (2 ’ — ) f(y’, )’d)(,bj(y/, Ya) ( )
R win(x’) - i

[1+|vy,pj|2]2dy’.

Since for all X" € supp ¢; we have [n(x’) - %| > ¢’ for certain ¢’ > 0, we can easily
deduce from (A.2) that |O(¢)| = O(R.P.|¢|~ D), where

Re = 017 Lo[—e.e] + €10V Lo [.e) = O 797,
1 q+1
P := sup / _— f(x’)gj(x’)e_zm'(xu“m(x/))';dcr.
se[—e.e] 2xin(x’) - |C|

In the final step, we apply the standard stationary phase approximation to Pe. This pro-
duces a factor of |¢ | ~@~1/2, Therefore, we have |Q(¢)| = O(e 4~ |¢|~@—D/2=@+D)y,
This finishes the proof. O

Remark A.1 1t is clear from the proof that we can relax the regularity assumption on
the boundary from C* to C* with k = # + max(d%l, q).

Remark A.2 We also observe from the proof that the result, in a modified form, can
hold for general convex surfaces with at least one positive principal curvature. Indeed,
since the stationary phase approximation directly depends on the number of positive
principal curvatures of I”, we can replace the dimensionality constant d in the above
proof (and therefore in Lemma 2.2) with A + 1 (A being the number of positive
principal curvatures). The result remains true.
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B Proof of Lemma 2.3

Proof Using Lemma 2.2, we have
1B~ )P (Bm)| = O(e~ @R T+ |n|= T ~9) |35 (m)|.

We separate the summation Zlnl £0 ’Q\(h_ln);ﬂ\ (6mn) into two groups: {n € z4 | 1<
In| <8 #}and {n € Z% | [n| > 5 #}. The parameter § > 0 is a constant to balance
the summation between the two groups. Using the uniform boundedness of |{[/\ (ém)|,
the first group can be estimated as

>0 memi= Y 0@ T 0= )

1<|n|<5=F 1<|n|<5=#

5B
—g—1, 2£L _d+l _
=09 'h5 +‘1)/ rm 2 gy
1

5B
d+1 d—3 _
=01 'h2 +q)[ rz dr
1

O(e—1- 1 F +ag—PTH-0) Al o g,
d+1
= O(s*qflh%ﬂuogan Ly, (B.1)
O(s—a-1pF +a) =< g

For the second group, we use that fact that |1:/; (6m)| = O(In§| ") for any fixed v > 0.

In particular, we take v = d+1 to have
o
3 100 'y (s =O(g*q*‘h%+‘1)f P s
In|>8—5 -’ (B.2)

=09~ lh -HI(;,B(lH-l) Yy,

Next, we choose § to balance the contributions from (B.1) and (B.2). This is split into
three different cases as follows.

1. When % > g, we take 8 = 1. This leads to

> 100 ) m)| = O 4~ 1A E a5~ ),
[n|#£0

2. When % = ¢, we can take an arbitrary 8 > 1 to get

310G ) m)| = O h"E e log b)),
[n|#0
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3. When d%l < g, the contribution from (B.2) is negligible. We may take an arbitrary
B > 1. This leads to

> 10y sm) = O n 549,
In|£0

The proof is complete. O

C The van der Corput Lemma

We now prove a special version of the van der Corput Lemma that we used in Sect. 3.
Let us first recall the standard van der Corput Lemma. The proof of the lemma can be
found in [30].

Lemma C.1 (van der Corput Lemma [30]) Let ¢ : R +— R be a C? function on
interval J. (i) If |¢'(x)| > ¢ > O forall x € J and ¢" (x) does not change its sign,
then for any f € C'(J),

/ W [0 dx = O (||f||c' ) '
J AC

(ii) If |¢" (x)| > ¢ > O for all x € J, then for any f € C*(J),

/ et f(x)dx = O (nfncl\/I) . (C.1)
J )\C

Note that we do not need f to be compactly supported on J in the van der Corput
Lemma. Using the above lemma, we can prove the following result.

LemmaC.2 Let n > 2 be given and g(x) = |x|"h(x) with h € C?*[—1,1] and
h(x) Z0on[—1,1]. Let r < 1 be sufficiently small that

. n(n — DIAO)]
= 2(Ilh" loo + n(n + DA o)

If f e C3—r,r], then for any & = ({1, $) € R? such that |¢5| > Bl¢1| for some
B > 0, we have

/ e~ 2T £ gy = O(|2|VT). (C2)

Proof Let us first remark that the assumption that ¢ = (¢, ¢2) satisfy |¢2] > B¢y ] for
some B > 0 is necessary as otherwise there are no stationary points near the origin
(in the small interval [—r, r]).
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We use the classical dyadic decomposition of the interval (—r, r) to rewrite the
integral in (C.2) into

- o
/ e~ 2@ £ )y = Z Ti,

- =0

where

r

To = /7W e—2ni(§1x+§zg(x))f(x)dx+/27 e—2ni(§1X+§2g(x))f(x)dx

oY 20T
—r/2
= le e 2mi@2 QT2 £ o=y g,
20 ),
L[ =27 (5127 2+ h (270 2)27 1 |z|) —t
+_£ e 01272+ z z f(2 2)dz.
2° S

When ¢ is sufficiently large, |2~"¢5| < 1. We can conclude straightforwardly that

1Tl <27 flloe = O(1), (C3)

since the integrating interval length is r < 1. Otherwise, let ¢(z) = 12 ¢z +
£oh(27¢2)27z|". We then observe that

19”1 = 22”2772 (50 = DIk~ D] = 272" @ D)1z = 20270 @ D)l 21)
= 1621272172 (n(n = 1) dnf | Jhl = 18" loor? - 2n||h’||oor> (since r* < r)

> (61272772 (n(n — 1) (1hO)] — 718 loo) — 1K lloar — 2011 loor)
> (6212721772 (n(n — DIRO)] = r (n( + DR Tl + 17" o))

\

1 _ _ . r
> S lol 712772 0(n — DIRO)] (since |z| > 5
1 —¢ r 77_2
_ ni|_ _
> Slel2™ 2" 0 = DIk,

The second part of the van der Corput Lemma, that is, the estimate in (C.1), then gives

us that
_ o1
| Tl = O (2 |§2|2—ln) . (C4)

We now combine (C.3) and (C.4) to conclude that

275
el =0 ((1 ¥ |<:z|2—fﬂ>1/2) '
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Taking the summation over J¢, we find that

- . 2~ —¢ ! —e
< o7 Y 2K gt
28 <4
= 057V,
This, together with the fact that || > B|¢1], gives the desired result in (C.2). m|

Remark C.1 1t is straightforward to see that the above proof also works for the case
where g(x) = sgn(x)|x|Th(x).
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