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Normal Multiresolution Approximation of Curves

Ingrid Daubechies, Olof Runborg, and Wim Sweldens

Abstract. A multiresolution analysis of a curve is normal if each wavelet detail vector
with respect to a certain subdivision scheme lies in the local normal direction. In this
paper we study properties such as regularity, convergence, and stability of a normal
multiresolution analysis. In particular, we show that these properties critically depend
on the underlying subdivision scheme and that, in general, the convergence of normal
multiresolution approximations equals the convergence of the underlying subdivision
scheme.

1. Introduction

Subdivision is a powerful mechanism for iteratively creating smooth curves and surfaces.
Combined with wavelets, subdivision can be used to approximate arbitrary functions,
curves, and surfaces. The mathematical properties of wavelets are well understood in the
so-called “functional setting,” i.e., for the approximation of functions of one or more vari-
ables. However, for the case of one-dimensional curves in the plane, or two-dimensional
surfaces in 3-space, much less is known. Typically one takes a parametrization of the
original curve or surface and ends up using wavelet analysis in each of the two or three
components. This means the wavelet coefficients now become 2- or 3-vectors. It is im-
portant to choose an appropriate coordinate frame to describe these wavelet vectors. It
is known that using an absolute coordinate frame for the wavelet or detail vectors leads
to undesirable effects when editing curves; using a local coordinate frame, defined by
the normal, works much better, as shown in [9], [8], [10], [16], [20].

In [11] the notion of normal approximation for curves or surfaces is introduced. A
multiresolution approximation of a curve or surface is normal if all the wavelet vectors
perfectly align with a locally defined normal direction which only depends on the coarser
levels. Note that by the normal direction we mean a normal onto an approximation of
the curve or surface. Given that this normal direction only depends on coarser levels,
only a single scalar coefficient needs to be stored instead of the standard 2- or 3-vector.
This is clearly extremely useful for compression applications, see [14], [13]. In addition,
[11] gives an algorithm to build normal mesh approximations of large complex scanned
geometry.
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Because they depend on the computation of a normal, these approximations lead to
nonlinear representations and very little is known about their mathematical properties.
In this paper we investigate in detail mathematical properties such as convergence,
regularity, and stability of normal multiresolution approximation for curves. In particular,
we show that these properties critically depend on the underlying subdivision scheme
and that, in general, the convergence of the normal approximation of smooth curves
equals the convergence of the subdivision scheme. Our central idea is to study normal
approximation as a perturbation of a linear subdivision scheme.

The organization of this paper is as follows. After the preliminary Section 2, which sets
notation and recalls some basic definitions and properties of subdivision schemes, we
outline our main theorems in Section 3, explaining how they tie in with each other, leading
to our main results. In these initial formulations, we typically state the theorems in a more
readable but slightly less general or technical form than later in the paper. The next three
sections contain the technical part of the paper, with statements of the theorems in full
generality, together with their proofs. Section 4 studies in some detail perturbations of
sequences produced by linear subdivision schemes, and estimates how much applying a
smooth function can perturb subdivided sequences; these results are used in the remainder
of the paper but may have wider applications. In Section 5, we discuss convergence of
the normal multiresolution approximation. Section 6 relates the speed of convergence
and the rate of decay of the wavelet coefficients with the degree of smoothness of the
curve and the approximation order of the underlying subdivision scheme. Section 7 gives
examples and Section 8 outlines several remaining open questions.

2. Notation and Prelimaries

2.1. Normal Multiresolution Analysis

Figure 1 illustrates the main idea from [11] in the case of a normal approximation
based on midpoint subdivision. The original curve � is described by successively finer
approximations, which are organized in different multiresolution layers indexed by j .
We assume that � is a continuous, nonintersecting curve in the plane, whose endpoints
we shall take to be the zeroth level multiresolution points v0,0 and v0,1. To construct the
vertices at level ( j + 1), we first set vj+1,2k = vj,k ; this is what makes the construction
interpolating. We also compute new points vj+1,2k+1; each vj+1,2k+1 lies in between
the two old points vj,k and vj,k+1. This is done by first using subdivision to compute
a predicted or base point v∗j+1,2k+1. In the case of Figure 1 we use simply midpoint
subdivision given by v∗j+1,2k+1 = (vj,k + vj,k+1)/2. We next draw a line from v∗j+1,2k+1
in the direction orthogonal to the line segment (vj,k, vj,k+1). This line is guaranteed to
cross the curve segment between vj,k and vj,k+1 at least once and we call one of those
points vj+1,2k+1. As this procedure continues, the polyline �j , i.e., the piecewise linear
curve connecting the points vj,k , comes closer and closer to �. We can now think of this
as a wavelet transformation similar to the notion of lifting [18]. Think of v∗j+1,2k+1 as a
prediction of the real point vj+1,2k+1 computed based only on coarser information. Then
the difference v∗j+1,2k+1 − vj+1,2k+1 is a wavelet vector. Given that this vector points in
a direction normal to a segment, that again only depends on coarser data, we only need
store the length and one sign bit for this normal component to characterize it completely.
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Fig. 1. Example of the normal mesh algorithm using the mean value of adjacent points as predictor.

We shall be interested in using more general subdivision schemes, which will lead to
higher quality approximation for smooth curves, as we shall see below. As illustrated
in Figure 2, the same basic plan is followed: we still set vj+1,2k = vj,k , we define
v∗j+1,2k+1 via a subdivision scheme S (see below), and we define vj+1,2k+1 to be an
intersection point between vj,k and vj,k+1 of � with the normal through v∗j+1,2k+1 to the
segment (vj,k, vj,k+1). We again define the polyline �j to be the piecewise linear curve

Fig. 2. Notation for the normal scheme.



402 I. Daubechies, O. Runborg, and W. Sweldens

that connects each vj,k+1 with its “predecessor” vj,k . The construction immediately begs
the following question: How good an approximation to � is the polyline �j ? In other
words, how does the distance between � and the j th level polyline �j decay as j
tends to ∞? It turns out that the answer is given by the regularity of the subdivision
scheme used in the prediction step of the normal approximation algorithm; the precise
study of this dependence is our main topic. Note that in a normal approximation every
vj+1,2k+1 depends in a nonlinear way on the (vj,k); these nonlinear aspects complicate the
analysis. Nevertheless, due to the smoothness of �, this nonlinear map can be viewed as
a perturbation of the underlying linear subdivision scheme used for predicting the v∗j+1,k
from the (vj,k); this is the key observation on which our analysis is based.

2.2. Sequences

We let X denote the space of infinite sequences. Sequences will be written in boldface
italic and elements of sequences in text italic, x := (xk)k or simply (xk). We define the
difference operator � as

(�x)k = xk+1 − xk .(2.1)

Often a sequence itself is indexed by the subdivision level j ; then we use the convention
that xj := (xj,k). We think of a sequence at level j as associated with the parameters
tj,k = k2− j . Therefore we also define the divided difference operator Dj = 2 j�. The
divided differences of a sequence xj then are

x[p]
j = D p

j xj , p > 0.

We use the usual sup-norm on X , |x|∞ = supk |xk |. Scalar functions can be applied
to sequences componentwise, so that (F(x))k = F(xk). We use the special sequence
k = (k), i.e., the sequence of which the kth entry is k itself. The sequence with all entries
equal to 0 (resp., 1) is 0 (resp., 1).

2.3. Subdivision

A local, stationary subdivision scheme is characterized by a bounded linear operator S
from X to itself, defined by a finite sequence s as follows:

(Sx)k =
∑



sk−2
x
.

The width B of S is defined by B = 2 max{|k|; sk 	= 0}. The above sum thus is finite:
for each k there are only terms with l ∈ Ik = [�(k− B)/2)
, �(k+ B)/2�]. Given S, we
can apply it iteratively starting from a sequence a0 and define, for all j ≥ 0,

aj+1 = Saj .

The sequence a0 can be viewed as a coarse approximation of a function, on the integer
grid; the sequences aj then give successively finer approximations of the function on
grids with spacing 2− j . We are interested in the case when this process converges to
a smooth function as j increases. A subdivision scheme is interpolating if s2l = δl,0,
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implying aj+1,2k = aj,k for all j, k; in this case the aj,k are interpreted as function values
of f, aj,k = f (tj,k) = f (2− j k).

The order of a subdivision scheme S is the largest degree for which it leaves the
corresponding space of monic polynomials invariant. More precisely, S is of order P , if
P is the largest integer such that for all p-degree monic polynomials P with 0 ≤ p < P ,
a p-degree monic polynomial Q exists so that SP(k) = Q(k/2). If S is interpolating,
then SP(k) = P(k/2). We always assume that P is at least one so that S1 = 1. The
derived subdivision schemes are defined as

S[0] = S, S[p] = 2�S[p−1]�−1, p > 0.

Note that S[p] is well defined as long as S[p−1] has at least order one, and that the order
of S[p] is one less than the order of S[p−1]. Thus S[p] is defined for p ≤ P . Also note that

S[p] Dj = Dj+1S[p−1] and S[p] D p
j = D p

j+1S.

A special example is the midpoint interpolating subdivision scheme S2 where (S2x)2k+1

= (xk+ xk+1)/2. This scheme is used in Figure 1, has orderP = 2, and yields piecewise
linear limit functions. We are now ready to state the main results.

3. Summary of Main Results

In this section we give a summary of the main theorems of this paper. This will help the
reader understand the structure of the remainder of the paper. These theorems are given
without proof and also typically are not necessarily the most general possible. This is
because, in their most general form, the statement of the theorem becomes much more
technical and harder to read. For each less general theorem stated here we refer to the
more general form and its proof later in the text. The less general theorems here typically
omit any polynomial factors in the estimates and corresponding logarithmic factors in
the regularity estimates. Therefore they do not necessarily provide the sharpest bounds
on the fractional regularity.

Before we start with the statements of our results, we recall some technical prelimi-
naries that will be used extensively, and that also set some of the notations used below.

3.1. Technical Preliminaries

The first proposition states some basic estimates about subdivision that will be used later;
for the sake of completeness we include their short proofs.

Proposition 3.1. For a subdivision scheme S of order P ≥ 1 we have the estimates

|(Sx)k | ≤ C max

∈Ik

|x
|,(3.1)

max

∈Ik

|x
 − (Sx)k | ≤ C max

∈Ik

|(�x)
| ≤ C |�x|∞ = C2− j |Dj x|∞.(3.2)

Proof. The first estimate is given by the definition of S,

|(Sx)k | ≤
∑

∈Ik

|sk−2
||x
| ≤ max

∈Ik

|x
|
∑

∈Ik

|sk−2
|.
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The second estimate follows from this first one and from S1 = 1, since P ≥ 1,

max

1∈Ik

|x
1 − (Sx)k | = max

1∈Ik

|(S(x
1 1− x))k | ≤ C max

1,
2∈Ik

|x
1 − x
2 |

= C max

1 ,
2∈Ik

1≤
2

∣∣∣∣∣

2−1∑
q=
1

(�x)q

∣∣∣∣∣ ≤ CB max

∈Ik

|(�x)
|.

The estimate (3.1) states that S is a bounded operator when restricted to 
∞, i.e.,

|S|∞ := sup
x∈
∞,|x |∞≤1

|Sx|∞ <∞.

Next we introduce the function spaces we will be working with. Let C0(I ) be the
continuous and bounded functions defined on a (possibly unbounded) interval I ⊆ R.
Moreover, for p a positive integer, let C p(I ) be constituted by the functions in C0(I )
with a pth derivative that is continuous and bounded on I . Our notation for fractional
regularity is as follows. For f ∈ C0(I ), let


(r, f ) = sup
t0,t1∈I

| f (t0)− f (t1)|
|t0 − t1|r .

For p ∈ N and 0 < r < 1 we define the class C p+r (I ) as the set of functions f ∈ C p(I )
for which 
(r, f (p)) is bounded. Similarly, we use the notation f ∈ Lipα(I ), with
α = p + r , p ∈ N, 0 < r ≤ 1, when f ∈ C p(I ) and 
(r, f (p)) is bounded. For α 	∈ N,
the spaces Lipα(I ) and Cα(I ) coincide; for α ∈ N, however, Cα(I ) 	⊆ Lipα(I ). Finally,
Cα−(I ) or Lipα

−
(I ) stands for⋂

α′<α

Cα′(I ) =
⋂
α′<α

Lipα
′
(I ).

We shall use the notation α− in more general contexts as well. More precisely, if r is a
real number, we shall use the notation r− wherever we could insert in its place r−ε with
ε > 0 arbitrarily small. With some abuse of notation we adopt the conventions r− < r ′

if r ≤ r ′ and r < r ′− if r < r ′. It follows that min(r−, r ′) equals r ′ if r > r ′, and r− if
r ≤ r ′.

We will often use the version of Taylor’s theorem that says that if f ∈ Lip(p+r)(I )
and p ∈ N, 0 < r ≤ 1, we can write

f (x) =
p∑

k=0

f (k)(x0)

k!
(x − x0)

k + R(x),

where the rest term R(x) is bounded by

|R(x)| ≤ 
(r, f (p))

p!
|x − x0|p+r , ∀ x, x0 ∈ I.
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3.2. Our Results

The first theorem we state here is well known from the literature (a more general version
can be found in [1]); we include it here for comparison with the theorems that follow it.

Theorem 3.2. Let S be a subdivision scheme of order P ≥ 1 and S[p] its pth derived
scheme, with p ≤ P . Assume there are positive real numbers C , µ such that

|S[p] j |∞ ≤ C2µj , ∀ j ≥ 0.

Let {xj } be a family of sequences built by subdivision and let ϕj (t) be a piecewise linear
function interpolating the points (xj,k) at t = k2− j for all j, k. Set

P + κ := p − µ, P ∈ N, 0 < κ ≤ 1.

If P ≥ 0 and |x0|∞ <∞, then there exists a function ϕ ∈ C (P+κ)−(R) such that ϕj → ϕ

uniformly exponentially.

The best bound one can get from this theorem is obtained for that combination of p
and µ where p−µ is maximal. Note that this maximum need not be reached at p = P .

The next theorem concerns sequences xj that are not formed exactly by subdivision,
but that are close in the sense that the difference between xj and Sxj−1 goes to zero
exponentially.

Theorem 3.3. Let S be a subdivision scheme of order P ≥ 1 and S[p] its pth derived
scheme, with p ≤ P . Assume there are positive real numbers C , µ such that

|S[p] j |∞ ≤ C2µj , ∀ j ≥ 0.

Let {xj } be a family of sequences satisfying

|xj+1 − Sxj |∞ ≤ C2−ν j , j ≥ 0,

for some real number ν and let ϕj (t) be a piecewise linear function interpolating the
points (xj,k) at t = k2− j for all j, k. Set

P + κ := min(p − µ, ν), P ∈ N, 0 < κ ≤ 1.

If P ≥ 0 and |x0|∞ <∞, then there exists a function ϕ ∈ C (P+κ)−(R) such that ϕj → ϕ

uniformly exponentially.

This theorem says that the regularity of the limit function of a family of sequences
approximately generated by subdivision is bounded both by the regularity of the subdivi-
sion scheme and the speed of the approximation. The more general form of this theorem
and its proof is given in Theorem 4.4.

Note that this is similar to standard results linking smoothness of functions with the
decay of their wavelet coefficients, where the wavelet coefficients at level j correspond
to the difference between xj+1 and Sxj ; in the wavelet case, the subdivision operator S
is determined by the low-pass filter corresponding to the wavelet basis.
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Next we show that if you apply a smooth, but possibly nonlinear, function F to a family
of subdivision sequences, you get an approximate family of subdivision sequences where
the speed of approximation depends on the regularity of F . This is important because
this typically will happen to the coordinate functionals in a normal scheme.

Theorem 3.4. Let S be a subdivision scheme of order P and let {xj } be generated
by S. Suppose that F ∈ C M+1(R) with M ∈ N and 1 ≤ M < P; suppose also that
|x[m]

j |∞ ≤ C for 1 ≤ m ≤ M and for j > 0. Then

|F(Sxj )− SF(xj )|∞ ≤ C2− j (M+1).

The fully general version of this theorem is given in Theorem 4.7.
We next go into more detail on the construction of a normal multiresolution for a

smooth curve � in the plane. Even though the normal multiresolution algorithm does not
depend on any parametrization, to formulate the theorems it is convenient to parametrize
� by one of the x- or y-coordinates.

A piecewise C1 curve can always be broken up into adjacent finite length pieces,
possibly overlapping, that can be well parametrized by the x-coordinate or by the y-
coordinate; by restricting ourselves to these different pieces separately, and interchanging
the names of the two coordinates, we may thus assume that the curve � is parametrized
by its x-coordinate, so that

� = {(x, γ (x)); x ∈ I },

where γ is a smooth function and I is a bounded interval. Our theorems are then applied
to each of these pieces individually, yielding results valid for the whole curve. There
is a complication when the number of pieces is infinite, since the assumptions in the
theorems might not hold uniformly, and we do not treat this case. In general, we assume
that γ is at least C1(I ), but occasionally consider the more general case where γ is
Hölder continuous with exponent β ≤ 1.

Having reduced � (at least locally) to the graph of a function γ (x), we can rephrase
the basic step in the construction of a normal multiresolution given in Figure 2. We start
with a sequence xj on level j and define yj = γ (xj ). Next we use an interpolating
subdivision scheme S to compute the sequences x∗j+1 = Sxj and y∗j+1 = S yj . In general,
y∗j+1 is not equal to γ (x∗j+1), but as we will see they are close. Next we draw the line
through (x∗j+1,2k+1, y∗j+1,2k+1) that is perpendicular to the line connecting (xj,k, yj,k)

and (xj,k+1, yj,k+1). This line and the piece of� between (xj,k, yj,k) and (xj,k+1, yj,k+1)

have to intersect at least at one point. We choose one of the intersection points to be
the new point (xj+1,2k+1, yj+1,2k+1) = γ (xj+1,2k+1).1 Given that yj is always γ (xj ),
we focus our attention on the convergence of the xj sequences. We will call a family of
sequences {xj } defined by the above procedure, a family of sequences generated by the
(S, γ ) normal scheme.

1 Our results below do not depend on which of these points is selected. For definiteness, we shall assume that
there is a rule established which uniquely picks out one of the solutions, should there be many. For instance,
we could systematically pick the solution closest to the predicted point.
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To have a proper parametrization, we need that all xj sequences are increasing, i.e.,
�xj > 0. In general, there are very few subdivision schemes that always preserve
increasing sequences. In our case, the xj are obtained by a nonlinear perturbation of
subdivision so the situation is even more complex. Fortunately, there are conditions on
both the subdivision scheme and the initial sequence that guarantee that the xj will be
increasing. The following theorem introduces a nonuniformity measureN of a sequence
which is the maximal ratio of the length of two neighboring intervals; it states that if the
nonuniformity of the initial sequence is bounded and the subdivision scheme preserves
this bound, the sequences xj generated by the normal scheme will be increasing and
converge exponentially.

Theorem 3.5. Let S be an interpolating subdivision scheme. Let the nonuniformity
N (x) be defined by

N (x) := sup
k

max

( |(�x)k |
|(�x)k+1| ,

|(�x)k+1|
|(�x)k |

)
.(3.3)

Suppose there is an R such that for every strictly increasing x with N (x) ≤ R, Sx is
strictly increasing as well, and satisfiesN (Sx) ≤ N (x). Suppose x0 is strictly increasing,
with sufficiently small |�x0|∞ and N (x0) < R. If γ ∈ C2(R), then xj is strictly
increasing for all j , with N (xj ) ≤ R for all j , and the xj converge exponentially, i.e.,
there is a δ < 1 so that

|�xj |∞ ≤ δ j |�x0|∞, ∀ j.

If S is the midpoint interpolating scheme, for which (Sxj )2k+1 = (xj,k + xj,k+1)/2,
the same conclusions follow if γ is merely Lipschitz continuous, without the smallness
assumptions on |�x0|∞ and N (x0).

Examples of subdivision schemes that meet the requirements in the theorem are, for
instance, the first Lagrange interpolation schemes introduced in Section 5.1. The theorem
in its full generality, which is more explicit on how small |�x0|∞ needs to be, will be
proven in Theorem 5.7.

Combining the results of Theorems 3.4 and 3.5, we can prove that the normal approx-
imation procedure defines a new, smooth parametrization of � = {(x(t), γ (x(t))); t ∈
[0, 1]}, where the smoothness of the reparametrization is governed by the smoothness
of γ as well as the regularity of the subdivision scheme.

One of the important features of a normal multiresolution is the decay of the offsets
in each of the normal directions. We will refer to these as wavelet coefficients wj which
are defined as

wj,k =
√
(xj+1,2k+1 − x∗j+1,2k+1)

2 + (yj+1,2k+1 − y∗j+1,2k+1)
2.

The rate of convergence to 0 of the wavelet coefficients is then determined by the order
P and regularity of S, and the smoothness of �. The next theorem states these results,
proved in more generality as Theorem 6.3.
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Theorem 3.6. Let S be an interpolating subdivision scheme of order P ≥ 1 and S[p]

its pth derived scheme, with p ≤ P . Assume there are positive real numbers C , µ such
that

|S[p] j |∞ ≤ C2µj , ∀ j ≥ 0, µ ≤ p − 1.

Let {xj } be a family of increasing sequences generated by the (S, γ ) normal scheme, for
which there is a δ < 1 so that

|�xj |∞ ≤ Cδ j .

Let xj (t) be a piecewise linear function interpolating the points xj,k at t = k2− j ∈ [0, 1].
If γ ∈ Cβ(R) with β ≥ 2, then xj (t) converges uniformly exponentially to x(t) and
x ∈ C Q−

([0, 1]), where Q := min(p − µ, β).
In addition, let Q′ := min(p − µ + 1, β,P). Then for all ε > 0 there is a constant

Cε for which the wavelet coefficients,

wj,k =
√
(xj+1,2k+1 − (Sxj )2k+1)

2 + (γ (xj+1,2k+1)− (Sγ (xj ))2k+1)
2,

satisfy

|wj |∞ ≤ Cε2
− j (Q′−ε).

Finally, if Q > 1, let Q′′ = min(Q − 1, 1). Then, for sufficiently large j and arbitrary
ε > 0, there is a constant Cε such that

N (xj )− 1 ≤ Cε2
− j (Q′′−ε),

with N (xj ) defined as in (3.3).

Note that the exponential decay rate of |�xj |∞ needed in this theorem is, for example,
established by Theorem 3.5.

Finally, we look at the stability of normal multiresolution. In particular, we estimate
how errors or round-offs in the wavelet coefficients affect the “reconstruction” of �. For
pairs of sequences, v = (x, y) ∈ X2, we use the norm

|v|2,∞ = sup
k

√
x2

k + y2
k .

Theorem 3.7. We make the same assumptions as in Theorem 3.6 with the added pro-
vision that if p > 1 we need µ < p − 1. Let vj be the vector valued sequences defined
in Figure 2 and let ṽj be the corresponding sequences obtained when the curve is recon-
structed from ṽ0 with the perturbed wavelet coefficients w̃j . Suppose

|v0 − ṽ0|2,∞ ≤ E f , |wj − w̃j |∞ ≤ Ew2− js, s > 0.

Then there is a constant C independent of j , E f , and Ew such that, for j > 0,

|vj − ṽj |2,∞ ≤ C(E f + Ew).

The more general version is given in Theorem 6.4. In particular, as shown in the dis-
cussion at the end of this theorem, this makes it possible to threshold wavelet coefficients
and still obtain a high-quality reconstruction.
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4. Perturbing a Linear Subdivision Scheme

Certain linear subdivision schemes produce sequences that converge to smooth functions,
as shown in, e.g., [5], [7], [1], [3], [4], [2]. For instance, starting from an arbitrary x0 in

∞, the 4-point (interpolating) subdivision scheme of [5], [7] produces sequences xj in

∞ such that, for all j ,

sup
k
| f (2− j k)− xj,k | ≤ C2− j ,

where f is a function in C2− depending on x0; many other subdivision schemes have
similar convergence properties. In this section, we shall consider sequences xj that are
“almost” produced by such a linear subdivision process, in the sense that the difference
between xj+1 and Sxj is small, and decays exponentially in j as j grows (see (4.1)
below). We shall see that such perturbations still converge to a continuous limit func-
tion; moreover, provided the rate of decay of the perturbation is sufficiently fast, the
smoothness of the limit function is not affected by the perturbation.

4.1. General Assumptions

Let {xj } be a family of sequences and suppose that there is a stationary subdivision
scheme S, and constants ν > 0 and a, α ≥ 0 such that

|xj+1 − Sxj |∞ ≤ a( j + 1)α2−ν j , j ≥ 0.(4.1)

The order of the (linear, stationary, local, and bounded) subdivision scheme S will
always be denoted byP; we shall consider only S for whichP ≥ 1. We shall be interested
in 
∞-bounds on (S[q]) j . We have, of course, for 0 ≤ q ≤ P ,

|S[q] j |∞ ≤ |S[q]| j∞;
often we can provide tighter bounds. If the spectral radius �q of S[q] in 
∞ is strictly
smaller than |S[q]|∞, then it follows from the well-known identity log �q = limj→∞ 1/

j log |S[q] j |∞ that we also have

|S[q] j |∞ ≤ C[�q(1+ ε)] j ,

where ε > 0 is arbitrary and C depends on ε. Estimates of this type will be used
extensively below. In what follows, we shall assume that we pick one particular p with
0 ≤ p ≤ P and a corresponding real number µ ≥ 0, such that

|S[p] j |∞ ≤ c2µj , ∀ j ≥ 0,(4.2)

for some c independent of j ; we shall derive all our other estimates from (4.2). By
allowing ourselves the freedom to choose p 	= P , some of the derived estimates may be
tighter than if we picked p = P . If (4.2) is satisfied for the pair (p, µ), then we shall say
that µ is p-suitable. We will see that if µ is p-suitable, then the Hölder regularity of the
limiting functions obtained by applying pure subdivision to arbitrary initial sequences
is at least p − µ, up to possible logarithmic factors in the estimates. In the perturbation
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case, both p−µ and ν play a role (see below). This importance of the quantities p−µ
motivates the following definitions. For each p ∈ {1, . . . ,P}, we define

σp = sup{p − µ; µ ≥ 0, there exists c > 0 such that (4.2) is satisfied}.

Clearly, all µ > p − σp are p-suitable; p − σp itself may or may not be p-suitable,
depending on p and S. We define the smoothness σ to be the maximum of these σp:

σ := max{σp; p = 1, . . . ,P}.

The p at which this maximum is achieved is called the optimal p, and (occasionally)
denoted by popt. If there are two different maximizing p1, p2 for which σp1 = σp2 = σ ,
but for one of them pi − σ is pi -suitable, then we pick this p as the optimal one. We
define the smoothness σ of the subdivision scheme to be the value of σp for the optimal
p. In some theorem statements, it is useful to use the notation

σ̂ :=
{
σ, popt − σ is popt-suitable,

σ−, otherwise.

4.2. A Useful Estimate for Geometric Series

For convenience we define the geometric series function

G(a, n, α) =
n−1∑
k=0

kαak(4.3)

(where by convention 00 = 1). We will use this function in the subsequent sections,
together with some well-known facts that we summarize in

Proposition 4.1. For a, α ≥ 0, and n ∈ Z+ the function in (4.3) satisfies

G(a, n, α) ≤




C(a)nαan, a > 1,

nα+1, a = 1,

C(a, α), a < 1,

(4.4)

for some constants C . Moreover, G is increasing in all of its arguments; if a < b, there
is a constant C independent of n such that

G(a, n, α1) ≤ C(a, b, α1, α2)G(b, n, α2).(4.5)

Finally, for 0 ≤ n1 < n2,

n2−1∑
k=n1

kαak ≤ (1+ n1)
αan1(1+ G(a, n2 − n1, α)).(4.6)
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4.3. Estimates and Regularity Results

We start by establishing some estimates in preparation for our main goal in this subsec-
tion: Theorem 4.4 below.

Theorem 4.2. Let {xj }, α, a, ν, S, P be given as in Section 4.1; pick p ∈ {1, . . . ,P}
and let µ be p-suitable. Set

� = max(p − ν, µ).
Then there is a constant C , independent of j , a, and x[q]

0 , such that

|x[q]
j |∞ ≤ C(|x[q]

0 |∞ + a)[1+ jηq 2 j (q−p+�)](4.7)

≤ C(|x[q]
0 |∞ + a)

{
jηq 2 j (q−p+�), � ≥ p − q,

1, � < p − q,
0 ≤ q ≤ p,

where

ηq =




0, µ > p − ν,
α + 1, µ = p − ν,
α, µ < p − ν,

+
{

1, � = p − q > 0,

0, otherwise.
(4.8)

Proof. Let us start by defining the residual sequences

rj+1 := xj+1 − Sxj , r0 = x0;

observe that

r[p]
j+1 = x[p]

j+1 − S[p]x[p]
j .

By induction on the simple relationship

|r[q+1]
j |∞ = 2 j |�r[q]

j |∞ ≤ c2 j |r[q]
j |∞,

and (4.1), we get

|r[p]
j |∞ ≤ c2 j p|rj |∞ ≤ cajα2− j (ν−p), ∀ j > 0.(4.9)

Together (4.9) and (4.2) give us, for j ≥ 0,

|x[p]
j |∞ = |S[p]x[p]

j−1 + r[p]
j |∞ = |S[p]2

x[p]
j−2 + S[p]r[p]

j−1 + r[p]
j |∞(4.10)

=
∣∣∣∣∣

j∑
q=0

S[p]q
r[p]

j−q

∣∣∣∣∣ ≤ |S[p] j |∞|r[p]
0 |∞

+ ca
j−1∑
q=0

|S[p]q |∞( j − q)α2−( j−q)(ν−p)
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≤ c2µj |x[p]
0 |∞ + Ca

j−1∑
q=0

2µq( j − q)α2−( j−q)(ν−p)

= c2µj |x[p]
0 |∞ + Ca2µjG(2p−ν−µ, j + 1, α)

≤ c2µj |x[p]
0 |∞ + Ca



( j + 1)α2 j (p−ν), µ < p − ν,
( j + 1)α+12µj , µ = p − ν,
2µj , µ > p − ν,

≤ C(|x[p]
0 |∞ + a)(1+ jηp 2� j ),

which agrees with (4.7), (4.8) when q = p. Suppose now that (4.7), (4.8) holds for some
q ≤ p. Induction will then yield the result if we can prove that this implies (4.7), (4.8)
is also true for q − 1 ≥ 0. To show this, we first fix an index k =: kj+1, and construct a
sequence of indices {ks} j

s=0 such that ks ∈ Iks+1 . Then

x [q−1]
j+1,k = x [q−1]

0,k0
+

j∑
s=0

(x [q−1]
s+1,ks+1

− x [q−1]
s,ks

)

and we can estimate

|x[q−1]
j+1 |∞ ≤ |x[q−1]

0 |∞ +
j∑

s=0

sup
k

max

∈Ik

|x [q−1]
s+1,k − x [q−1]

s,
 |.

The desired result then follows from Lemma 4.3 (below) with j1 = 0 and noting that
|x[q]

0 |∞ ≤ 2|x[q−1]
0 |∞.

Lemma 4.3. With the assumptions and notation of Theorem 4.2, if (4.7), (4.8) holds
for some q ≤ p then, for 0 ≤ j1 < j2,

j2−1∑
s= j1

sup
k

max

∈Ik

|x [q−1]
s+1,k − x [q−1]

s,
 |

≤ C(|x[q]
0 |∞ + a)[2− j1 + (1+ j1)

ηq 2 j1(q−p−1+�)

× (1+ ( j2 − j1)
ηq−1 2( j2− j1)(q−p−1+�))].

Proof. Since q − 1 < P the order of S[q−1] is at least one, and we can use (3.2) in
Proposition 3.1. Together with (4.9) and the hypothesis that (4.7), (4.8) is true for q, we
then get

j2−1∑
s= j1

sup
k

max

∈Ik

|x [q−1]
s+1,k − x [q−1]

s,
 | ≤
j2−1∑
s= j1

sup
k

max

∈Ik

|(S[q−1]x[q−1]
s )k − x [q−1]

s,
 |

+
j2−1∑
s= j1

|r[q−1]
s+1 |∞
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≤ c
j2−1∑
s= j1

2−s |x[q]
s |∞ + ca

j2−1∑
s= j1

sα(2q−ν−1)s

≤ c(|x[q]
0 |∞ + a)

j2−1∑
s= j1

2−s[1+ sηq 2(q−p+�)s]

+ ca
j2−1∑
s= j1

sα2(q−p−1+µ̃)s,

where we set µ̃ := p − ν so that � = max(µ, µ̃). We now apply (4.6) in Proposition 4.1,

j2−1∑
s= j1

sup
k

max

∈Ik

|x [q−1]
s+1,k − x [q−1]

s,
 |

≤ C(|x[q]
0 |∞ + a)[2− j1(1+ G( 1

2 , j2 − j1, 0))

+ (1+ j1)
ηq 2 j1(q−p−1+�)(1+ G(2q−p−1+�, j2 − j1, ηq)

+ (1+ j1)
α2 j1(q−p−1+µ̃)(1+ G(2q−p−1+µ̃, j2 − j1, α)].

Now, if µ ≤ µ̃, then � = µ̃ and ηq ≥ α and, by Proposition 4.1,

j2−1∑
s= j1

sup
k

max

∈Ik

|x [q−1]
s+1,k − x [q−1]

s,
 |

≤ C(|x[q]
0 |∞ + a)[2− j1 + (1+ j1)

ηq 2 j1(q−p−1+�)

× (1+ G(2q−p−1+�, j2 − j1, ηq))].

Similarly, if µ > µ̃, we have that � = µ and, by (4.5) in Proposition 4.1, we get the
same result. Finally, for j ≥ 0,

G(2q−p−1+�, j, ηq) ≤ c




jηq 2 j (q−p−1+�), � > p − q + 1,

jηq+1, � = p − q + 1,

1, � < p − q + 1,

≤ c(1+ jηq−1 2 j (q−p−1+�)).

This concludes the proof.

The estimate in Theorem 4.2 can now be used to prove a theorem about existence and
regularity of the subdivision limit function.

Theorem 4.4. Let {xj }, α, a, ν, S, P , p, and µ be given as in Section 4.1. Suppose
xj,k is defined precisely for those j, k such that tj,k = k2− j ∈ I , where I is a (possibly
infinite) interval. Let ϕj (t) be a piecewise linear function interpolating the points (xj,k)

at (tj,k). Set

� = max(p − ν, µ), Q = p − � = P + κ, P ∈ N, 0 < κ ≤ 1.(4.11)
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If Q > 0 and |x0|∞ < ∞, then there exists a function ϕ ∈ C Q−
(I ) such that ϕj → ϕ

uniformly exponentially, and ϕ(P) satisfies the Hölder inequality

|ϕ(P)(t +�t)− ϕ(P)(t)| ≤ c|�t |κ(1+ |log |�t ||)η, ∀ t, t +�t ∈ I,(4.12)

where

η =




0, µ > p − ν,
α + 1, µ = p − ν,
α, µ < p − ν,

+
{

1, � ∈ Z+,
0, otherwise.

(4.13)

Proof. Let ϕ[q]
j (t) be the piecewise linear function defined on I that interpolates the

points (x [q]
j,k ) at (tj,k) for 0 ≤ q ≤ P (extrapolated as a constant at the boundaries when

necessary). By Theorem 4.2 these functions are bounded uniformly for all j . Moreover,
for j1 < j2,

|ϕ[q]
j2
− ϕ[q]

j1
|∞ ≤

j2−1∑
s= j1

sup
t
|ϕ[q]

s+1(t)− ϕ[q]
s (t)|

=
j2−1∑
s= j1

sup
k
|ϕ[q]

s+1(k2−(s+1))− ϕ[q]
s (k2−(s+1))|

=
j2−1∑
s= j1

sup
k
|x [q]

s+1,k − 1
2 (x

[q]
s,�k/2� + x [q]

s,�k/2
)|

≤
j2−1∑
s= j1

sup
k

max

∈Ik

|x [q]
s+1,k − x [q]

s,
 |.

Since q ≤ P < p we can use Lemma 4.3 to estimate this,

|ϕ[q]
j2
− ϕ[q]

j1
|∞ ≤ C(|x[q+1]

0 |∞ + a)[2− j1 + (1+ j1)
η2− j1(P+κ−q)(4.14)

× (1+ ( j2 − j1)
ηq 2−( j2− j1)(P+κ−q)]

≤ C(2q+1|x0|∞ + a)[2− j1 + (1+ j1)
η2− j1(P+κ−q)

× (1+ ( j2 − j1)
ηq 2−( j2− j1)(P+κ−q))],

which tends to 0 when j1, j2 → ∞. Hence {ϕ[q]
j } is a Cauchy sequence, and the limit

ϕ[q] ∈ C0(I ) exists for 0 ≤ q ≤ P . Next, after letting j2 →∞ in (4.14), we get

|ϕ[q] − ϕ[q]
j |∞ ≤ cjη2− j (P+κ−q), j > 0, 0 ≤ q ≤ P.

This shows that the convergence rate is uniformly exponential. Then, taking �t such
that 2− j ≤ |�t | < 2− j+1 with j > 1 and using Theorem 4.2 again,

|ϕ[P](t +�t)− ϕ[P](t)|∞ ≤ |ϕ[P](t +�t)− ϕ[P]
j (t +�t)|∞

+ |ϕ[P]
j (t +�t)− ϕ[P]

j (t)|∞ + |ϕ[P]
j (t)− ϕ[P](t)|∞
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≤ cjη2− jκ + |ϕ[P]
j (t +�t)− ϕ[P]

j (t)|∞
≤ cjη2− jκ + 2− j |x[P+1]

j |∞ ≤ cjη2− jκ

≤ c|�t |κ |log |�t ||η.

This shows (4.12) for |�t | < 1
2 . Finally, for |�t | ≥ 1

2 , (4.12) holds by the boundedness of
ϕ[P]. It remains to note that the functions ϕ[p] are related to ϕ as p!ϕ[p](t) = d pϕ(t)/dt p

[1], [6].

In Theorems 4.2 and 4.4 we let µ take an arbitrary p-suitable value. The results are
of course sharper for lower µ. If we take p = popt, and if p − σ is itself p-suitable,
then we can simply replace µ by p − σ everywhere. If p − σ is not p-suitable, then we
can take µ = p − σ + ε where ε is arbitrarily small. On making these substitutions, we
obtain the following corollary from Theorem 4.4.

Corollary 4.5. The expression (4.11) can be replaced by

Q = min(σ̂ , ν), Q =: P + κ, P ∈ N, 0 < κ ≤ 1.(4.15)

We then have ϕ ∈ C Q−
(R) and (4.12) holds with this κ and the following η:

η =




0, σ < ν,

α + 1, σ = ν,
α, σ > ν,

+
{

1, Q ∈ {1, . . . , p − 1}, p ≥ 2,

0, otherwise.
(4.16)

Remark. With the notation introduced in Theorem 4.4 and Corollary 4.5, we can
rewrite (4.7), (4.8) as

|x[q]
j |∞ ≤ c(|x[q]

0 |∞ + a)

{
1, 0 ≤ q ≤ P,

jη2 j (1−κ), q = P + 1.
(4.17)

This estimate will be used below, in this form.

4.4. Approximate Commutation

In this section we explore the properties of the family of sequences F(xj ), where F is a
smooth function and the xj are produced by subdivision, xj+1 = Sxj . We shall see that
the F(xj ) constitute a family that is “almost” produced by subdivision. More precisely,
we shall show that they satisfy an estimate of type (4.1), i.e.,

|F(xj+1)− SF(xj )|∞ = |F(Sxj )− SF(xj )|∞ ≤ cjκ2− jν,(4.18)

with κ and ν to be determined below. It then follows that all the estimates of Section 4
can be applied to the F(xj ), or to any family of sequences (yj ) for which |yj+1− S yj |∞
is bounded by (4.18). This fact shall be exploited later. We start by proving a lemma for
a fixed level.
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Lemma 4.6. Let S be an interpolating, stationary, local, linear, and bounded subdivi-
sion scheme of order P . Suppose

F ∈ C M+r (R), M ∈ N, 0 < r ≤ 1.(4.19)

If M ≤ 1 and P ≥ 1,

|(F(Sx)− SF(x))K | ≤ C max
k∈IK

|(�x)k |M+r ≤ C |�x|M+r
∞(4.20)

for all K , where C depends only on F and S. If M > 1, P > M , and

|�m x|∞ ≤ 1, 1 ≤ m ≤ M,(4.21)

then

|F(Sx)− SF(x)|∞ ≤ C max(|�x|M+r
∞ , |�M x|2∞, A|�M x|∞, AM+1),(4.22)

where

A := max
1≤m≤M−1

|�m x|1/m
∞ .

Proof. Let y = F(Sx) − SF(x). Since F ∈ C M+r (R) we can Taylor expand F(x)
around (Sx)K , with K fixed. By also using the fact that S1 = 1, we get

yK =
(

S
M∑

n=1

(x− (Sx)K )
n F (n)((Sx)K )

n!

)
K

+ (SR(x))K(4.23)

=
M∑

n=2

(S(x− (Sx)K )
n)K

F (n)((Sx)K )

n!
+ (SR(x))K ,

and the rest term, R, satisfies the estimate |R(x)| ≤ C |x − (Sx)K |M+r . (Note that
(4.23) is true also for M ≤ 1, with no contribution from the sum.) Using (3.1), (3.2) in
Proposition 3.1 we get

|(SR(x))K | ≤ C max
k∈IK

|R(xk)| ≤ C max
k∈IK

|xk − (Sx)K |M+r(4.24)

≤ C max
k∈IK

|(�x)k |M+r ≤ C |�x|M+r
∞ ,

which shows (4.20), the case when M ≤ 1.
For the case M > 1 we start by making a special discrete Taylor expansion around

index K ,

x =
M−1∑
m=0

(�m Sx)K

m!
Qm(2k− K )+ r,(4.25)

where

Q0 = 1, Qm(x) = x(x − 1) · · · (x − m + 1), m > 0,(4.26)



Normal Multiresolution Approximation of Curves 417

and r is defined as the residual of the expression. (We keep in mind that r also depends
on K but, for simplicity, we do not make it explicit in the notation.) Before continuing,
we derive an estimate for the residual r. The polynomial Qm in (4.25) corresponds to
xm in the Taylor expansion for the continuous case. We use it here since the effect of
applying � to Qm mimics the behavior of the continuous differentiation operator in the
sense that�Qm(k− K ) = m Qm−1(k− K ), which is an easy consequence of (4.26) and
(2.1). Induction on this relation gives

�n Qm(k− K ) =




m!

(m − n − 1)!
Qm−n(k− K ), n < m,

m! 1, n = m,

0, n > m.

Then, since Qm(2k−K ) is a linear combination of {Qm ′(k)}m ′≤m , clearly�M x = �M r.
For 0 ≤ n ≤ M − 1, we use the fact that S is interpolating of order P > M − 1, and
compute

�n Sx =
M−1∑
m=0

(�m Sx)K

m!
�n SQm(2k− K )+�n Sr

=
M−1∑
m=0

(�m Sx)K

m!
�n Qm(k− K )+�n Sr

= (�n Sx)K 1+
M−1∑

m=n+1

(�m Sx)K

(m − n − 1)!
Qm−n(k− K )+�n Sr.

By taking the K th element of this sequence we conclude that

(S[n]�nr)K = 2n(�n Sr)K = 0, n = 0, . . . ,M − 1.

Then, using (3.2) in Proposition 3.1, we have

max
k∈IK

|(�M−1r)k | = max
k∈IK

|(�M−1r)k − (S[M−1]�M−1r)K | ≤ C max
k∈IK

|(�M r)k |.
By induction we get the estimate of the residual around the index K ,

max
k∈IK

|rk | ≤ C max
k∈IK

|(�M r)k | = C max
k∈IK

|(�M x)k | ≤ C |�M x|∞.(4.27)

Going back to (4.23) we take n such that 2 ≤ n ≤ M and consider

S(x− (Sx)K )
n = S

(
M−1∑
m=1

(�m Sx)K

m!
Qm(2k− K )+ r

)n

= Srn + S

(
M−1∑
m=1

(�m Sx)K

m!
Qm(2k− K )

)n

+
n−1∑
s=1

(
n
s

)
S

[
rs

(
M−1∑
m=1

(�m Sx)K

m!
Qm(2k− K )

)n−s]

=: T1 + T2 + T3.
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For the first term T1 we get, from (4.27),

|T 1
K | = |(Srn)K | ≤ C max

k∈IK

|rk |n ≤ C |�M x|n∞ ≤ C |�M x|2∞.(4.28)

Recalling that S[m] is bounded for m ≤ M − 1 we, furthermore, have

|(�m Sx)K | = |2−m(S[m]�m x)K | ≤ c|�m x|∞,(4.29)

and by also using Proposition 3.1 and (4.27), (4.21) we get, for T3,

|T 3
K | ≤ C

n−1∑
s=1

max
k∈IK

|r s
k |
(

M−1∑
m=1

|�m x|∞|Qm(2k − K )|
)n−s

(4.30)

≤ C
n−1∑
s=1

max
k∈IK

|r s
k |
(

max
1≤m≤M−1

|�m x|∞
)n−s

≤ C
n−1∑
s=1

|�M x|s∞ max
1≤m≤M−1

|�m x|n−s
∞

≤ C |�M x|∞
n−1∑
s=1

max
1≤m≤M−1

|�m x|1/m
∞ ≤ CA |�M x|∞.

Finally, for the second term T2, let β = (β1, . . . , βN ) denote a multi-index. Then, since
S is interpolating of order P > M and Qm(0) = 0 for m ≥ 1,

T 2
K =

(
S
∑
|β|=n

n!

β!

M−1∏
m=1

(
(�m Sx)K

m!

)βm

Qm(2k− K )βm

)
K

=


S

∑
|β|=n∑M−1

m=1
mβm>M

n!

β!

M−1∏
m=1

(
(�m Sx)K

m!

)βm

Qm(2k− K )βm




K

.

By (4.29) we then have

|T 2
K | ≤ C max

k∈IK

∑
|β|=n∑M−1

m=1
mβm>M

M−1∏
m=1

|�m x|βm∞ Qm(2k − K )βm(4.31)

≤ C
∑
|β|=n∑M−1

m=1
mβm>M

M−1∏
m=1

(|�m x|1/m
∞ )mβm

≤ C
∑
|β|=n∑M−1

m=1
mβm>M

M−1∏
m=1

Amβm ≤ C AM+1.
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In conclusion, (4.22) follows from (4.24) and (4.23) together with the bounds (4.28),
(4.30), (4.31).

Theorem 4.7. Let S be an interpolating, stationary, local, linear, and bounded subdi-
vision scheme of order P and let {xj } be generated by S. Suppose

F ∈ C M+r (R), M ∈ N, 0 < r ≤ 1.

If M ≤ 1, P ≥ 1, and |x[1]
j |∞ ≤ jα2 js , then

|F(Sxj )− SF(xj )|∞ ≤ cjα(M+r)2− j (M+r)(1−s).(4.32)

If M > 1, P > M , and

|x[m]
j |∞ ≤ c

{
1, 1 ≤ m < M,

jα2 js, m = M,
α ≥ 0, 0 ≤ s < M,(4.33)

for j > 0, then

|F(Sxj )− SF(xj )|∞ ≤ c




2− j (M+r), 0 ≤ s < 1− r < M − 1,

jα2− j (M+1−s), 0 ≤ 1− r ≤ s < M − 1,

j2α2− j (2M−2s), 0 < M − 1 ≤ s < M.

(4.34)

Proof. The first result, (4.32), follows directly from Lemma 4.6, since |�x|∞ =
2− j |x[1]

j |∞.
For the second part we note that for 1 ≤ m ≤ M −1, we have |�m xj |∞ ≤ c2− jm ≤ 1

for sufficiently large j , and

A = max
1≤m≤M−1

|�m xj |1/m
∞ ≤ c max

1≤m≤M−1
2− j = c2− j .

Therefore,

max(|�xj |M+r
∞ , |�M xj |2∞, A|�M xj |∞, AM+1)

≤ c max(2− j (M+r), j2α2−2 j (M−s), jα2− j (M+1−s), 2− j (M+1))

= c max(2− j (M+r), j2α2−2 j (M−s), jα2− j (M+1−s)).

This shows (4.34).

5. Convergence of Normal Multiresolution Approximation

5.1. Introduction

We are now ready to attack our analysis of normal multiresolution approximation. Let
us first define our setting. To begin with, we are given a smooth curve � in R2. This
curve can be parametrized in many ways; often we shall assume it is C1, so that we could
parametrize it by arc length. It will be more convenient for us, though, to parametrize it
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by one of the x- or y-coordinates. A piecewise C1 curve can always be broken up into
adjacent finite length pieces, possibly overlapping, that can be well parametrized by the
x-coordinate (with, say, |dy/dx | ≤ 2) or by the y-coordinate (with, say, |dx/dy| ≤ 2);
by restricting ourselves to these different pieces separately, and interchanging the names
of the two coordinates, we may thus assume that the curve � is parametrized by its
x-coordinate, so that

� = {(x, γ (x)); x ∈ I },
where γ is a smooth function and I is an interval, a half-line, or all of R. Our theorems
are shown for this setting. They can be applied to each piece of the curve individually
and yield uniform results for the whole curve if the number of pieces are finite. For
convenience, we always assume that the definition of γ is extended to all of R. In many
cases, we shall assume that γ is at least C1(I ) (corresponding to our remarks above);
occasionally we shall be more general and assume only Hölder continuity with a Hölder
exponent β ≤ 1.

Given a (possibly finite) sequence xj in I , we define yj = γ (xj ). For every j we
compute the two predictor sequences x∗j+1 and y∗j+1 using an interpolating stationary
linear subdivision scheme S,

x∗j+1 = Sxj , y∗j+1 = S yj .

These are in general not related via the function γ , i.e., y∗j+1 	= γ (x∗j+1) but, as we
will see, the sequences y∗j+1 and γ (x∗j+1) will be close. In a normal multiresolution
we first determine, for every k, the line through the point (x∗j+1,2k+1, y∗j+1,2k+1) that is
perpendicular to the line connecting (xj,k, yj,k) and (xj,k+1, yj,k+1); the intersection
point of this normal line and the curve � gives the new point (xj+1,2k+1, yj+1,2k+1).
(This is illustrated in Figure 3.) The x-coordinate of this new odd-indexed point thus
satisfies

(xj+1,2k+1 − x∗j+1,2k+1)(�xj )k + (yj+1,2k+1 − y∗j+1,2k+1)(�yj )k = 0;(5.1)

the even-indexed points are just taken over from the previous level, xj+1,2k = xj,k . We
let the whole procedure be described by the application of the nonlinear operator Nj to
the original sequence,

xj+1 = Nj xj .

We shall always start out with a strictly increasing sequence x0, i.e.,�x0 > 0; in order to
avoid messy difficulties with the definition of polyline approximation below we would
like to have�xj > 0 for all j . In general, (5.1) does not always have solutions such that
this is true, however. (We shall derive conditions on S, x0, and � to ensure this.) In any
case, we shall apply the operators Nj only to sequences xj for which�xj > 0. We should
also remark that (5.1) may have several solutions for which�xj > 0. Our results below
do not depend on which of these solutions is selected. For definiteness we shall assume
that there is a rule established which uniquely picks out one of the solutions, should
there be many. The rule could for instance be to pick the solution closest to (or furthest
away from) the predicted point. When we say that the points on the next finer level are
“well defined,” we mean that there exist solutions xj+1 with �xj+1 > 0 satisfying (5.1)
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and, if there are many such solutions, we implicitly assume that the rule decides which
of them to select.

In order to define the convergence we wish to establish, we introduce auxiliary func-
tions γj . Each γj interpolates linearly the values yj,k at the xj,k ; if xj is strictly increasing,
this is a well-defined function. Without restriction, we also assume I is the smallest in-
terval containing all points xj,k , so that γj is defined on the whole of I . The graph of γj ,
the (piecewise linear) curve �j , is the normal multiresolution approximation at level j .
(Note that �j depends on �, x0, and S as well as on j .) We will then say that the normal
multiresolution approximation �j converges to � if

‖γ − γj‖L∞(I ) = sup
x∈I
|γ (x)− γj (x)|,

converges to 0 as j →∞. Now, if γ ∈ Cβ and β̃ = min(β, 1) > 0, then

sup
xj,k≤x≤xj,k+1

|γ (x)− γj (x)|

= sup
xj,k≤x≤xj,k+1

∣∣∣∣ x − xj,k

xj,k+1 − xj,k
[γ (x)− γ (xj,k)]

+ xj,k+1 − x

xj,k+1 − xj,k
[γ (xj,k+1)− γ (x)]

∣∣∣∣
≤ sup
|x ′−x ′′|≤(�x j )k

|γ (x ′)− γ (x ′′)| ≤ 
(β̃, γ )(�xj )
β̃

k ,

so that

‖γ − γj‖L∞(I ) ≤ C |�xj |β̃∞.
The normal multiresolution approximation therefore converges to the desired limit if xj

remains strictly increasing for all j and if |�xj |∞ → 0 as j →∞.
To prove stability and good decay estimates for the “differences,”√
(xj − x∗j )

2 + (yj − y∗j )
2,we will in fact need exponential convergence to 0 of |�xj |∞

as j →∞; see below. We shall see that the rate of convergence to 0 of the differences
is determined by the order P of S, its optimal p, µ, and the smoothness of �.

We shall occasionally single out one particular family of interpolating subdivision
schemes for use in the prediction step: the so-called Lagrange interpolation subdivision
schemes, in which the new odd-indexed points are given the values taken by a polynomial
determined by several neighboring old points. For instance, in the two-point scheme,
uj+1,2k+1 is given the value at t = 1

2 of the linear polynomial that takes the values uj,k

at t = 0 and uj,k+1 at t = 1; in other words,

uj+1,2k+1 = 1
2 (uj,k + uj,k+1).

In the four-point scheme, uj+1,2k+1 is given the value at t = 1
2 of the cubic that takes the

values uj,k−1, uj,k , uj,k+1, and uj,k+2 at t = −1, 0, 1, 2, respectively, leading to

uj+1,2k+1 = 9
16 (uj,k + uj,k+1)− 1

16 (uj,k−1 + uj,k+2).
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In general, the 2
-point scheme gives uj+1,2k+1, the value at t = 1
2 of the (2
−1)-degree

polynomial that takes the values uj,k+m at t = m where m = −
 + 1, . . . , 
. We shall
denote the 2
-point scheme by S2
. In particular, the two- and four-point schemes will
be denoted by S2 and S4:

(S2uj )2k+1 := 1
2 (uj,k + uj,k+1),

(S4uj )2k+1 := 9
16 (uj,k + uj,k+1)− 1

16 (uj,k−1 + uj,k+2).

Since these are all interpolating schemes we have, of course, (S2uj )2k = (S4uj )2k =
(S2
uj )2k = uj,k .

When the prediction step is computed by means of S2, i.e.,

x∗j+1 = S2xj , y∗j+1 = S2 yj ,

it turns out that the analysis of normal multiresolution approximation is especially simple.
We shall see below that we always have convergence if the function γ is in Cβ(R), with
β > 0, without any restrictions on the initial data other than �x0 > 0. For other
prediction subdivision schemes S, however, even for S = S2
 with 
 > 1, convergence
is not as automatic; in general, we need to impose restrictions on both x0 and on S. The
special property that simplifies the analysis for S = S2 is the monotonicity of S2: if
�u > 0, then �S2u > 0. In general, linear subdivision schemes do not map arbitrary
increasing sequences to increasing sequences. For instance, S4 is not monotone: if u
 = 

for 
 ≤ 1, u
 = 11 + 
 for 
 ≥ 2, then (S4u)1 = − 1

16 < (S4u)0 = u0 = 0. In this
example, there is a sudden large jump in the ratio (�u)k+1/(�u)k as k crosses from 0 to 1,
which causes S4u to be no longer increasing. We shall keep track of such nonuniformity
by means of the nonuniformity measure N [15]. The general topic of monotonicity-
preserving interpolating subdivision schemes is studied in [15], where several nonlinear
monotonicity-preserving schemes are introduced. For a given sequence x we define the
function N as

N (x) := sup
k

max

( |(�x)k |
|(�x)k+1| ,

|(�x)k+1|
|(�x)k |

)
.

It turns out [19] that if one restricts oneself to strictly increasing sequences withN (x) ≤
3+2

√
2, then S4x is strictly increasing again; moreover,N (S4x) ≤ 3+2

√
2, so that all

S j
4 u will be strictly increasing. This leads us to define the notion of weak monotonicity:

Definition 5.1. We call a subdivision scheme weakly monotone with bound R if, for
every strictly increasing x with

N (x) ≤ R,

Sx is strictly increasing as well, and satisfies

N (Sx) ≤ R.(5.2)

In fact, S4 has the stronger property that if N (x) ≤ 3 + 2
√

2, then N (S4x) ≤
N (x) [19]. For completeness we include a proof of this as outlined to us by Ruud van
Damme in Appendix A. We shall give this stronger property a special name as well.
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Definition 5.2. We call a subdivision scheme weakly contractive with bound R if, for
every strictly increasing x with

N (x) ≤ R,

Sx is strictly increasing as well, and satisfies

N (Sx) ≤ N (x).(5.3)

In our proofs, we will require this stronger notion of weak contractivity. In fact, S6

and S8 are also weakly contractive, see [17].
The main goal of this section is to show that if S is weakly contractive, if both |�x0|∞

andN (x0) are sufficiently small, and if γ ∈ Cβ(R) with β > 1, then |�xj |∞ converges
to zero exponentially. Before proving this main result, Theorem 5.7 in Section 5.3 below,
we prove several technical lemmas, bundled together in Section 5.2.

We assume S is a linear, bounded, local, and interpolating subdivision scheme. As
before, P ≥ 1 denotes the order of S; we pick p ∈ {1, . . . ,P} optimal for S, and µ ≥ 0
to be p-suitable. (See Section 4.1.) We denote by B the width of S, as given in Section 2.
Throughout this section β will be the Hölder exponent of the function γ , i.e., γ ∈ Cβ(R).

5.2. Preliminary Lemmas

These lemmas will only concern one refinement step in the normal multiresolution
scheme. We denote the initial level by x and the next level by x̃; with this notation (5.1)
becomes

(x̃2k+1 − x∗2k+1)(�x)k + (γ (x̃2k+1)− y∗2k+1)(�y)k = 0.(5.4)

Mostly we leave out the index k when it is understood anyway; we shall also use the
shorthand notation

�x = (�x)k, �y = (�y)k, x∗ = (Sx)2k+1,(5.5)

y∗ = (S y)2k+1 = (Sγ (x))2k+1, x̃ = x̃2k+1.

We also define the help sequences εx , εy , and α as

εx
k = ((S − S2)x)2k+1, ε

y
k = ((S − S2)y)2k+1, α = 2

εx�x+ εy�y
(�x)2 + (�y)2

.(5.6)

The divergence of the predictor S from the two-point scheme S2 is measured by εx and
εy , while the magnitude of α determines whether the normal scheme will pierce the
curve in between points from the preceding level, hence whether monotonocity of x will
be preserved by x̃. (See Figure 3.) For simplicity, we set

εx = εx
k = x∗ − xk + xk+1

2
, εy = εy

k = y∗ − yk + yk+1

2
, α = αk .(5.7)

Lemma 5.3. Suppose x is a strictly increasing sequence and β > 0. If

|α|∞ ≤ b < 1,(5.8)
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Fig. 3. The help sequences εx , εy , and α introduced in Section 5.2.

then x̃ is well defined and strictly increasing. If β ≥ 1 there is a constant δ independent
of k,

δ = 1−
(

1− b

2+ c′γ |�x|r∞

)
, c′γ = 
(r, γ ′), r = min(β − 1, 1),(5.9)

1
2 ≤ δ < 1,

such that

max((�x̃)2k, (�x̃)2k+1) ≤ δ(�x)k, ∀ k.(5.10)

If 0 < β ≤ 1−, we obtain

max((�x̃)2k, (�x̃)2k+1) ≤ (�x)k

(
1−

(
1− b

2+ cγ (�x)β−1
k

)1/β )
, ∀ k,(5.11)

where cγ = 
(β, γ ).

Proof. We fix the index k and use the shorthand notation of (5.5), (5.7). Then we
introduce the function

f (t) = (t�x + xk − x∗)�x + (γ (t�x + xk)− y∗)�y

(�x)2 + (�y)2
∈ Cβ[0, 1],

which is well defined since x is well defined and strictly increasing. Equation (5.4)
for x̃ ,

(x̃ − x∗)�x + (γ (x̃)− y∗)�y = 0,
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can then be recast as

f

(
x̃ − xk

�x

)
= 0.(5.12)

Moreover,

f (0) = −1+ α
2

≤ −1− b

2
< 0, f (1) = 1− α

2
≥ 1− b

2
> 0;

by continuity there is a root to f in the interval (0, 1), so we can indeed take x̃ ∈
(xk, xk+1). This shows that x̃ is strictly increasing. Set s = min(β, 1). By (5.12),

| f (0)| ≤ cf

(
x̃ − xk

�x

)s

, | f (1)| ≤ cf

(
xk+1 − x̃

�x

)s

,(5.13)

cf = max(1, 
(s, f )).

Therefore, if

cf ≤ c∞, δ̃ = 1−
(

1− b

2c∞

)1/s

,(5.14)

for some constant c∞, we have

1− δ̃ ≤
(

1+ α
2c∞

)1/s

≤
∣∣∣∣ f (0)

cf

∣∣∣∣
1/s

≤ x̃ − xk

�x
= 1− xk+1 − x̃

�x
(5.15)

≤ 1−
∣∣∣∣ f (1)

cf

∣∣∣∣
1/s

≤ 1−
(

1− α
2c∞

)1/s

≤ δ̃,

from which it follows that

max((�x̃)2k, (�x̃)2k+1) = �x max

(
x̃ − xk

�x
,

xk+1 − x̃

�x

)
≤ δ̃�x .(5.16)

Assume now that β ≥ 1. Then s = 1 and cf = max(1, | f ′|∞). Since γ ∈ C1(R) there
is a ξ ∈ [xk, xk+1] such that γ ′(ξ) = �y/�x and, therefore,

f ′(t) = (�x)2 + γ ′(t�x + xk)�y�x

(�x)2 + (�y)2
= 1+ (γ ′(t�x + xk)− γ ′(ξ))�y�x

(�x)2 + (�y)2
.

Consequently, with c′γ = 
(r, γ ′),

cf = max(1, | f ′|∞) ≤ sup
0≤t≤1

1+ c′γ |t�x + xk − ξ |r |�y|�x

(�x)2 + (�y)2

≤ 1+ (�x)r
c′γ
2
≤ 1+ 1

2 c′γ |�x|r∞.



426 I. Daubechies, O. Runborg, and W. Sweldens

This estimate shows that (5.14) is satisfied with δ̃ = δ and (5.9) follows from (5.15),
(5.16). Suppose now that 0 < β ≤ 1—so that s = β. Then


(s, f ) = sup
0≤t1<t0≤1

|(t0 − t1)(�x)2 + (γ (t0�x + xk)− γ (t1�x + xk))�y|
[(�x)2 + (�y)2]|t0 − t1|β

≤ |t1 − t0|1−β(�x)2 + cγ (�x)β |�y|
(�x)2 + (�y)2

≤ (�x)2

(�x)2 + (�y)2

+ cγ
2
(�x)β−1 2�x |�y|

(�x)2 + (�y)2

≤ 1+ cγ
2
(�x)β−1.

Therefore, cf ≤ 1+ (cγ /2)(�x)β−1 and (5.16) gives (5.11).

Next we show that upper bounds on α, needed to apply Lemma 5.3, can be derived
from the data:

Lemma 5.4. Let x be a strictly increasing sequence. Suppose that β > 1 and that there
is a constant λ such that

| ε
x

�x
|∞ ≤ λ ≤ 1.(5.17)

Then there is a constant c that only depends on γ and on S, such that

|α|∞ ≤ 2λ+ cN (x)B |�x|r∞, r = min(β − 1, 1).(5.18)

Proof. We fix k and, as in Lemma 5.3, we use the shorthands (5.5), (5.7). Then

|α| = 2
|εx�x + εy�y|
(�x)2 + (�y)2

= 2

∣∣∣∣εx�x + εx (�y)2

�x
+�y

(
εy − εx �y

�x

)∣∣∣∣
(�x)2 + (�y)2

(5.19)

≤ 2λ+
2|�y|

∣∣∣∣εy − εx �y

�x

∣∣∣∣
(�x)2 + (�y)2

.

Moreover,

εy − εx �y

�x
= (Sγ (x)− S2γ (x))2k+1 − εx �y

�x

= (Sγ (x)− γ (Sx))2k+1 + (γ (S2x)− S2γ (x))2k+1

+ (γ (Sx)− γ (S2x))2k+1 − εx �y

�x
.

By Lemma 4.6, with M = 1, the first two terms can be bounded by

c max

∈I2k+1

|(�x)
|1+r ≤ cN (x)B�x |�x|r∞.
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For the last terms we resort to Taylor expansion around (S2x)2k+1. Since γ ∈ C1+r , there
is a ξ ∈ [xk, xk+1] and R such that

(γ (Sx)− γ (S2x))2k+1 − εx �y

�x
= (Sx− S2x)2k+1γ

′(S2x)2k+1 + R(x)2k+1 − εxγ ′(ξ)

= εx (γ ′(x∗)− γ ′(ξ))+ R(x)2k+1,

where

|(R(x))2k+1| ≤ C |(Sx− S2x)2k+1|1+r = C |εx |1+r .

Entering these estimates into (5.19) gives

|α| ≤ 2λ+ 2|�y|[cN (x)B�x |�x |r∞ + |εx ||γ ′(x∗)− γ ′(ξ)| + C |εx |1+r ]

(�x)2 + (�y)2

≤ 2λ+ [cN (x)B |�x|r∞ + λ
(r, γ ′)|x∗ − ξ |r + Cλ1+r |�x|r∞]
2|�y|�x

(�x)2 + (�y)2

≤ 2λ+ cN (x)B |�x|r∞.

It easily follows from Lemmas 5.3 and 5.4 that if |εx/�x|∞ ≤ λ < 1
2 , and if

N (x)B |�x|r∞ is sufficiently small, then x̃ is well defined and strictly increasing. We
shall assume the existence and monotonicity x̃ in the two lemmas that follow. Note that
N (x) plays a role in the bound (5.18) onα. In order to iterate these estimates over more
than one level, we will therefore need to bound N (x̃) as well. We start by an estimate
on |x̃− Sx|∞:

Lemma 5.5. Let S, P , γ , and β be as prescribed at the end of Section 5.1. If x and x̃
are both strictly increasing and if

β ≥ 1 and γ ′ is uniformly continuous,(5.20)

then, for sufficiently small |�x|∞,

|(x̃− Sx)2k+1| ≤ |(Sγ (x)− γ (Sx))2k+1|, ∀ k,

and

|x̃− Sx|∞ ≤ |Sγ (x)− γ (Sx)|∞.(5.21)

In particular, if β > 1 and r = min(β − 1, 1), then (5.21) holds if

|�x|∞ ≤ [2|γ ′|∞
(r, γ ′)]−1/r C−1,(5.22)

where C is the constant of Proposition 3.1.

Proof. Since S is interpolating, the second estimate (5.21) follows trivially from the
first. We fix k and, as before, introduce the shorthand (5.5). Since γ ∈ C1, there is a
ξ1 ∈ [min(x̃, x∗),max(x̃, x∗)] such that

γ ′(ξ1) = γ (x̃)− γ (x∗)
x̃ − x∗

.
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Moreover, by the construction of the normal scheme, we can find ξ2 satisfying

γ ′(ξ2) = γ (xk+1)− γ (xk)

xk+1 − xk
= x̃ − x∗

y∗ − γ (x̃)
and ξ2 ∈ [xk, xk+1] since x is increasing. Then,

(x̃ − x∗)2 = (γ (x̃)− γ (x∗))(y∗ − γ (x̃))+ (x̃ − x∗)(y∗ − γ (x̃))(γ ′(ξ2)− γ ′(ξ1))

= (γ (x̃)− γ (x∗))(y∗ − γ (x̃))+ (y∗ − γ (x̃))2γ ′(ξ2)(γ
′(ξ2)− γ ′(ξ1)).

We furthermore note that x̃ is increasing, xk ≤ x̃ ≤ xk+1, and that P ≥ 1, so

|ξ1 − ξ2| ≤ max(|x̃ − xk |, |x̃ − xk+1|, |x∗ − xk |, |x∗ − xk+1|)

≤ max

(
|�x|∞, max


∈I2k+1

|x
 − (Sx)2k+1|
)
≤ C |�x|∞,

by (3.2) in Proposition 3.1. Then, since γ ′(x) is uniformly continuous,

|γ ′(ξ2)(γ
′(ξ2)− γ ′(ξ1))| ≤ |γ ′|∞|γ ′(ξ2)− γ ′(ξ1)| ≤ 1

2 ,

for |�x|∞ small enough. In particular, if β > 1, and (5.22) is satisfied, then

|γ ′|∞|γ ′(ξ2)− γ ′(ξ1)| ≤ 
(r, γ ′)|ξ2 − ξ1|r |γ ′|∞ ≤ 
(r, γ ′)Cr |�x|r∞|γ ′|∞ ≤ 1
2 .

Hence,

(x̃ − x∗)2 ≤ (γ (x̃)− γ (x∗))(y∗ − γ (x̃))+ (y∗ − γ (x̃))2
2

≤ (γ (x̃)− γ (x∗))(y∗ − γ (x̃))+ (y∗ − γ (x̃))2
2

+ (γ (x̃)− γ (x∗))2
2

= 1
2 (y

∗ − γ (x∗))2.
This proves the lemma.

We now use this to derive a bound on N (x̃):

Lemma 5.6. Let x, Sx, and x̃ all be strictly increasing sequences and suppose β > 1.
Then, if (5.22) is satisfied with r = min(β − 1, 1), and if

CN (Sx)N (x)B |�x|r∞ ≤ 1
4 ,(5.23)

where C is the constant in (4.20) in Lemma 4.6, then

N (x̃) ≤ N (Sx)(1+ 8CN (Sx)N (x)B |�x|r∞).(5.24)

Proof. Since S and the normal scheme are both interpolating, x̃2k = (Sx)2k and, with

 = 0, 1,

|(�x̃−�Sx)2k+
| = |x̃2k+1 − (Sx)2k+1|.
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By our assumptions we can use Lemma 5.5 and then Lemma 4.6 with M = 1 to get

|(�x̃−�Sx)2k+
| ≤ |(Sγ (x)− γ (Sx))2k+1| ≤ C max

∈I2k+1

|(�x)
|1+r(5.25)

≤ CN (x)B(�x)k |�x|r∞.

Moreover, since �Sx > 0,

(�Sx)2k+
 ≥ (�Sx)2k + (�Sx)2k+1

2N (Sx)
= (�x)k

2N (Sx)
.(5.26)

Using (5.25), (5.26) we then get

|(�x̃−�Sx)2k+
|
(�Sx)2k+


≤ 2CN (Sx)N (x)B |�x|r∞.

Since this quantity is smaller than 1
2 we have now, with 
 = ±1,

(�x̃)k
(�x̃)k+


= (�Sx)k + (�x̃−�Sx)k
(�Sx)k+
 + (�x̃−�Sx)k+


≤ (�Sx)k
(�Sx)k+


(
1+ 2CN (Sx)N (x)B |�x|r∞
1− 2CN (Sx)N (x)B |�x|r∞

)

≤ (�Sx)k
(�Sx)k+


(1+ 8CN (Sx)N (x)B |�x|r∞),

where we have used (1+ 2t)/(1− 2t) ≤ 1+ 8t for 0 ≤ t ≤ 1
4 . This proves (5.24).

Remark. One could also replace N (x)B in these last two lemmas by the possibly
smaller quantity,

NB(x) := sup
k

{
max

( |(�x)k |
|(�x)k+
| ,

|(�x)k+
|
|(�x)k |

)
; 
 = 1, . . . , B

}
.

Nowhere in this subsection have we assumed weak monotonicity or weak contractivity
for S. In the next subsection, we shall introduce this assumption to set up iterative
estimation. In summary, we will have the following argument:

• Start with x strictly increasing, with N (x) < R.
• Assume S is weakly contractive with bound R, so that Sx is also strictly increasing,

with N (Sx) ≤ N (x) < R.
• If |εx/�x|∞ ≤ λ ≤ 1

2 and ifN (x)B+1|�x|r∞ is sufficiently small, we have |α|∞ ≤
b < 1 by Lemma 5.4, so that, by Lemma 5.3, x̃ is well defined and strictly increasing.

• By Lemma 5.6, we have a bound on N (x̃) which will allow us to start on the next
step, as we shall see in more detail in the next subsection.
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5.3. Convergence Theorems

In this section, we return to the iterated normal multiresolution approximation: we con-
sider successively refined xj again, and the corresponding yj , x∗j , and y∗j as defined in
Section 5.1. For every level j , we again use the notation xj+1 for the result of the normal
refinement of xj , corresponding to the refinement x → x̃ in the preceding subsection. We
start by proving exponential convergence of |�xj |∞, thereby establishing convergence
of the normal multiresolution approximation.

Theorem 5.7. Let S be a weakly contractive, linear, bounded, local, and interpolating,
subdivision scheme with bound R and of order P ≥ 1. Suppose that γ ∈ Cβ(R) with
β > 1, that x0 is strictly increasing, and that

N (x0) < R.(5.27)

Put r = min(β − 1, 1) and pick δ so that

R

R + 1
< δ < 1.(5.28)

If

RB+1|�x0|r∞ is sufficiently small,(5.29)

then xj is strictly increasing for all j ≥ 0,

N (xj ) ≤ R, ∀ j ≥ 0,(5.30)

and

|�xj |∞ ≤ δ j |�x0|∞, ∀ j ≥ 0.(5.31)

Proof. For simplicity of notation we set νj = N (xj ). We also let η and b be real
numbers satisfying

δr < η < 1 and
R − 1

R + 1
< b < 2δ − 1,(5.32)

and assume that RB+1|�x0|r∞ ≤ ε, with ε > 0 to be determined in the proof. The proof
works by induction. At every induction step we shall prove that

xj is strictly increasing,(5.33)

νj ≤ R,(5.34)

|�xj |∞ ≤ δ j |�x0|∞,(5.35)

νB+1
j |�xj |r∞ ≤ εη j .(5.36)

For j = 0, (5.33), (5.34), (5.35), (5.36) are all satisfied. We shall now prove that if (5.33),
(5.34), (5.35), (5.36) are satisfied for j = 0, . . . , n − 1, then they must also hold for
j = n.
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First of all, since xn−1 is strictly increasing, and νn−1 ≤ R, then Sxn−1 is strictly
increasing as well and N (Sxn−1) ≤ νn−1 ≤ R. In order to invoke Lemma 5.3 to
derive monotonicity for xn , we first need an appropriate bound onαn−1, theα-sequence
corresponding to xn−1. To obtain this bound, we shall use Lemma 5.4. Set εx

n−1,k =
ε

xn−1
k , with the right-hand side defined by (5.6). Since S is interpolating, (�xn−1)k =
(�Sxn−1)2k + (�Sxn−1)2k+1. Set, just for the next few lines,

mk = min[(�Sxn−1)2k, (�Sxn−1)2k+1], Mk = max[(�Sxn−1)2k, (�Sxn−1)2k+1].

Then,

sup
k

|εx
n−1,k |

(�xn−1)k
= sup

k

1

2

|(�Sxn−1)2k+1 − (�Sxn−1)2k |
(�Sxn−1)2k+1 + (�Sxn−1)2k

≤ sup
k

1

2

Mk/mk − 1

Mk/mk + 1
= 1

2

νn−1 − 1

νn−1 + 1
≤ 1

2

R − 1

R + 1
,

where we have used in the last step that (x − 1)/(x + 1) is increasing on [1,∞). It then
follows from Lemma 5.4 that

|αn−1|∞ ≤ R − 1

R + 1
+ C1ν

B
n−1|�xn−1|r∞,

where the constant C1 depends only on γ and S. Since, by the induction hypothesis
(5.36), and the fact that N (u) ≥ 1 for all sequences u,

νB
n−1|�xn−1|r∞ ≤ νB+1

n−1 |�xn−1|r∞ ≤ εηn−1 ≤ ε,(5.37)

we therefore have

|αn−1|∞ ≤ R − 1

R + 1
+ C1ε.

If

ε ≤ C−1
1

(
b − R − 1

R + 1

)
,(5.38)

which we shall assume henceforth, we thus have |αn−1|∞ ≤ b < 1. Note that the right-
hand side of (5.38) is positive by (5.32). By Lemma 5.3, we conclude that xn is well
defined and strictly increasing, establishing (5.33) for j = n. We now proceed to prove
(5.34). By (5.37),

|�xn−1|r∞ ≤
ε

νB
n−1

≤ ε.

If we name C2 the constant in Lemma 4.6 for M = 1 and F = γ , then, similarly,

C2N (Sxn−1)ν
B
n−1|�xn−1|r∞ ≤ C2ν

B+1
n−1 |�xn−1|r∞ ≤ C2εη

n−1 ≤ C2ε;(5.39)

it follows that both (5.22) and (5.23) will be satisfied for x = xn−1 provided

ε ≤ min

[
1

4C2
, 2|γ ′|∞
(r, γ ′)C−r

3

]
,(5.40)
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where C3 is the constant of Proposition 3.1. We shall assume that (5.40) is satisfied in
the remainder of the proof. We now apply Lemma 5.6 to xn−1 and conclude

νn ≤ N (Sxn−1)[1+ 8C2N (Sxn−1)ν
B
n−1|�xn−1|r∞] ≤ νn−1[1+ 8C2εη

n−1],(5.41)

where we have used the same arguments as in (5.39) including, for the first time, the
effect of η < 1 as well. For ε satisfying (5.38), (5.40) we can likewise conclude

νj ≤ νj−1[1+ 8C2εη
j−1], j = 0, . . . , n − 1.

It follows that

νn ≤ ν0

n−1∏
j=0

[1+ 8C2εη
j ] ≤ ν0

n−1∏
j=0

exp(8C2εη
j )

= ν0 exp

(
8C2ε

n−1∑
j=0

η j

)
≤ ν0e8C2ε/(1−η) ≤ R,

provided

ε ≤ 1− η
8C2

ln
R

ν0
,(5.42)

as will be assumed henceforth. Again, note that ε can be chosen greater than zero because
of (5.27), (5.32). This proves (5.34) for j = n.

By Lemma 5.3, we also have

|�xn|∞ = sup
k

max((�xn)2k, (�xn)2k+1) ≤ δn sup
k
(�xn−1)k,= δn|�xn−1|∞,

where

δn = 1− 1− b

2+ c′γ |�xn−1|r∞
.

By using (5.35) we obtain

δn ≤ 1− 1− b

2+ c′γ |�x0|r∞
≤ 1− 1− b

2+ c′γ R−B−1ε
= 1+ b + c′γ R−B−1ε

2+ c′γ R−B−1ε

≤ 1+ b

2
+ 1

2 c′γ R−B−1ε ≤ δ,

provided

ε ≤ (c′γ )−1 RB+1[2δ − 1− b],(5.43)

where the right-hand side is positive by (5.32). Assuming (5.43) is satisfied, we have
thus

|�xn|∞ ≤ δ|�xn−1|∞,
which proves (5.35) for j = n. Finally, by also using (5.41), (5.36), we find

νB+1
n |�xn|r∞ ≤ [1+ 8C2ε]

B+1νB+1
n−1 δ

r |�xn−1|r∞ ≤ ηνB+1
n−1 |�xn−1|r∞ ≤ εηn,
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provided

ε ≤ 1

8C2
[(ηδ−r )1/(B+1) − 1];(5.44)

since η > δr by (5.32), we can pick ε > 0. This completes the proof of (5.36), the last
induction step, for j = n. It thus suffices to choose ε > 0 so that (5.38), (5.40), (5.42),
(5.43), (5.44) are satisfied to derive all the results in the theorem.

Theorem 5.7 relied strongly on β > 1, since this assumption is needed for Lemmas 5.4
and 5.6. For the special case S = S2, we can prove similar results for all β > 0, without
even imposing bounds on |�x0|∞.

Theorem 5.8. Suppose S = S2, β > 0, and x0 is strictly increasing. Then xj is strictly
increasing for all j ≥ 0. If γ ∈ Cβ(R) with 0 < β < 1, there is a C such that

|�xj |∞ ≤ C

1+ jβ/(1−β)
, ∀ j ≥ 0.(5.45)

If γ ∈ Cβ(R) with β ≥ 1 or γ ∈ Lip1(R), there is a δ < 1 such that

|�xj |∞ ≤ δ j |�x0|∞, ∀ j ≥ 0.(5.46)

If γ ∈ Cβ(R) with β > 1 and N (x0) <∞ the quantity N (xj ) remains bounded for all
j and it satisfies the estimate

N (xj ) ≤ N (x0) exp

(
z0(2+ z0)

r

)
, z0 = 
(r, γ ′)|�x0|r∞,(5.47)

r = min(β − 1, 1).

Proof. When S = S2 the help sequences εx , εy , and α are trivially zero, so we can
take b = 0 in Lemma 5.3. It follows directly that xj is strictly increasing for all j since
x0 is strictly increasing. Furthermore, if β > 1,

δj = 1− 1

2+ c′γ |�xj |r∞
< 1, c′γ = 
(r, γ ′), r = min(β − 1, 1),(5.48)

and

|�xj+1|∞ = sup
k

max((�xj+1)2k, (�xj+1)2k+1) ≤ sup
k
δj (�xj )k(5.49)

= δj |�xj |∞, ∀ j.

This shows that |�xj |∞ is decreasing and, by (5.48), δj ≤ δ0 for all j . We can hence
replace δj by δ0 < 1 in (5.49), which proves (5.46). Suppose now that 0 < β ≤ 1, and
introduce the function

f (x) := x

(
1− 1(

2+ cγ /x1−β)1/β
)
, cγ = 
(β, γ ),
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so that by Lemma 5.3 we have

sup
k

max((�xj+1)2k, (�xj+1)2k+1) ≤ f ((�xj )k).(5.50)

If γ ∈ Lip1 (and, in particular, if γ ∈ C1), (5.50) gives

sup
k

max((�xj+1)2k, (�xj+1)2k+1) ≤ (�xj )k

(
1− 1

(2+ cγ )

)
,

with the same constant for all j , and we can take δ = 1 − 1/(2 + cγ ) in (5.46). When
β < 1 we can write f (x) = f̃ (x1−β) where

f̃ (x) := x1/(1−β)(1− g(x)1/β), g(x) := x

2x + cγ
,

and we claim that

f̃ ′(x) ≥ 0, ∀ x > 0.(5.51)

Since (1+ x)β ≤ 1+ βx for 0 ≤ β ≤ 1 we have

f̃ ′(x) = xβ/(1−β)
(

1− g(x)1/β

1− β − x

β
g(x)(1−β)/βg(x)′

)

= xβ/(1−β)

1− β
(

1−
[

g(x)

(
1+ (1− β)xg′(x)

βg(x)

)β ]1/β)

≥ xβ/(1−β)

1− β (1− [g(x)+ (1− β)xg′(x)]1/β).

But

g(x)+ (1− β)xg′(x) = x

2x + cγ
+ (1− β)xcγ
(2x + cγ )2

≤ 2x

x + cγ
+ xcγ
(2x + cγ )2

= 1

2

(
1−

(
cγ

x + cγ

)2 )
< 1.

This shows (5.51); it immediately follows that likewise f ′(x) ≥ 0 for all x > 0. Then,
by (5.50),

|�xj+1|∞ ≤ sup
k

f ((�xj )k) = f

(
sup

k
(�xj )k

)
= f (|�xj |∞), ∀ j ≥ 0.(5.52)

Proving (5.45) thus reduces to a simple statement about iterating a function from R+

to itself: if we define

h0 = |�x0|∞, hn = f (hn−1),

then (5.45) will follow from (5.52) if we can prove that

hn ≤ C(1+ n)−β/(1−β).(5.53)
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We shall establish (5.53) by induction. Suppose (5.53) holds for n ≤ N − 1. We then
have, with the shorthand µ := β/(1− β),

hN = f (hN−1) ≤ f (CN−µ) ≤ CN−µ[1− (2+ cγC−(1−β)Nβ)−1/β].(5.54)

To prove that this is bounded above by C(1+ N )−µ, it suffices to show that

(1+ N )µN−µ[1− (2+ cγC−(1−β)Nβ)−1/β]

is bounded above by 1. This is equivalent to

Nβ

{[
1−

(
1− 1

N + 1

)µ]−β
− 2

}−1

≤ C1−βcγ ,(5.55)

provided the quantity between the curly brackets is positive; the latter is the case if

N > N0 = �[1− (1− 2−1/β)1/µ]−1
.
Since the left-hand side of (5.55) is uniformly bounded for N > N0, the inequality (5.55)
is clearly satisfied, uniformly in N > N0, for all C exceeding some threshold value Ĉ .
For n ≤ N0, we have hn ≤ h0, hence

hn ≤ h0(1+ n)−µ(1+ N0)
µ.(5.56)

Set now C = max[h0(1 + N0)
µ, Ĉ]. Then hn satisfies (5.53) for n ≤ N0 by (5.56),

and for n > N0 by our induction argument, starting from the initial inequality hn0 ≤
C(1+ N0)

−µ. Since (5.53) thus holds for all n, we have proved (5.45).
For the statement about N (xj ) we observe that, by (5.10) in Lemma 5.3,

N (xj+1) = sup
k


1=0,1

2=±1

(�xj+1)2k+
1

(�xj+1)2k+
1+
2

≤ sup
k


=−1,0,1

δj (�xj )k

(1− δj )(�xj )k+

(5.57)

≤ δj

1− δj
N (xj ),

where δj is given by (5.48). For simplicity, set zj = c′γ |�xj |r∞. Then, by the result (5.46)

above, {zj } is an exponentially decreasing sequence such that zj ≤ z0δ
jr
0 . Moreover,

induction on (5.57) gives

N (xn) ≤ N (x0)

n−1∏
j=0

δj

1− δj
= N (x0)

n−1∏
j=0

(
1+ zj

) ≤ N (x0)

n−1∏
j=0

(1+ z0δ
jr
0 )

≤ N (x0) exp

(
n−1∑
j=0

z0δ
jr
0

)
≤ N (x0) exp

(
z0

1− δr
0

)

≤ N (x0) exp

(
z0(2+ z0)

r

)
,
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where the last step follows from

1

1− δr
0

= 1

1−
(

1− 1

2+ z0

)r ≤
2+ z0

r
.

This proves (5.47).

Remark. Combining the two theorems with some results shown later on in the paper
suggests the following normal multiresolution procedure for all curves �, with γ ∈ Cβ ,
β > 1. Let Sw be the hybrid scheme Sw = wS4 + (1 − w)S2 with 0 < w ≤ 1.
In Appendix 8 it is shown that this scheme is weakly contractive with bound Rw ∈
[3 + 2

√
2,∞). Starting with an initial strictly increasing sequence x0 for which both

|�x0|∞ and N (x0) may be large, we use S2 until, for some w ∈ (0, 1],

N (xj ) ≤ Rw and RB+1
w |�xj |r∞ is sufficiently small for Sw.

Since N (xj ) remains bounded when S2 is used, by (5.47), and limw→0 Rw = ∞, these
conditions will be satisfied after a finite number of refinement levels. By Theorem 5.7
one can then use Sw and obtain convergence. Moreover, by (6.23) in Theorem 6.3 the
nonuniformity N (xj ) will converge to one, since σ̂ > 1 for Sw, as shown in Section 7.
Therefore, bothN (xj ) and |�xj |∞ can be made as small as we like, and after yet another
finite number of steps, we can finish off the construction with a weakly contractive scheme
of our choice.

6. Regularity, Approximation Quality, and Stability

In this section we will consider the regularity of the parametrization, the decay of wavelet
coefficients, and the stability of the scheme.

Normal multiresolution induces a parametrization of the curve �, as exemplified in
Figure 4. Analytically, this parametrization is described as follows: we define, at every
level j ,xj : [0, 1] �→ R to be the piecewise affine map with breakpoints at the tj,k = 2− j k,
k = 0, . . . , 2 j , and for which xj (tj,k) = xj,k , see Figure 5. If |�xj |∞ → 0 for j →∞,
then the xj converge uniformly to a function x(t). The parametrization of the curve
� induced by the normal multiresolution then maps t ∈ [0, 1] to (x(t), γ (x(t))); we
shall call this the normal parametrization of the curve �, and denote it by � as well,
�(t) := (x(t), γ (x(t))). More generally, xj : [0, N − 1] �→ R if we start with N points
at level 0. The domain of xj will be denoted I.

As we discussed in Section 5.1, in general the curve � is broken up in several pieces,
for some of which the x-coordinate is used as the “basic coordinate,” while others use
the y-coordinate in this capacity (one then has to make the obvious changes to define
the parametrization �(t)). In this case, the parametrizations knit together naturally—
they describe the geometric construction of the normal multiresolution, independent of
the break-ups we use to prove our theorems. For simplicity, we shall always implicitly
assume that we work within one of these pieces; this situation is always attained locally
after a finite number of refinement steps. Note that the normal parametrization need not
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Fig. 4. Example of how the normal multiresolution induces a parametrization, here with S = S2.

be smooth, even if� is. For instance, consider the normal multiresolution as applied to the
curve in Figure 6, which consists of a 180◦ circle arc and a straight, tangent line segment
with length equal to the diameter of the circle; for the prediction subdivision scheme
we take S = S2. At level zero, we have (x0,0, y0,0) = (0, 1) = �(0) and (x0,1, y0,1) =
(1, 0) = �(1). Because of the special construction of�, the first inserted point (x1,1, y1,1)

coincides with the origin, (0, 0) = �( 1
2 ). After that, the normal multiresolution will

induce a parametrization that corresponds to arc length for both the right and left pieces
of the curve:

�(t) =
{

1
2 (− sin(2tπ), 1+ cos(2tπ)), 0 ≤ t < 1

2 ,

(2t − 1, 0), 1
2 ≤ t ≤ 1.

Γ and Γ
3

x
3
(t)

x

t

Fig. 5. The relationship between �(t), �j (t), and xj (t), exemplified for j = 3. � is the same curve as in
Figure 4.
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Fig. 6. Example of a curve with nonsmooth parametrization for the two-point scheme.

However, the two pieces have different lengths, so the parametrization must have a
discontinuity in its gradient, indeed

∣∣∣∣d�(t)dt

∣∣∣∣ =
{
π, 0 ≤ t < 1

2 ,

2, 1
2 < t ≤ 1.

In this case the curve � is C2−, yet its normal parametrization is only Lipschitz. This
is because the regularity of the parametrization turns out to be limited not only by the
smoothness of the curve, but also by the smoothness of the subdivision scheme, as shown
by the following argument. Let �(t) be the normal parametrization obtained with the
two-point scheme as predictor, of a very smooth curve �. We then have, by definition,

(�(t + h)− �(t − h)) · (�(t + h)− 2�(t)+ �(t − h)) = 0,

at odd dyadic points (t = (2k + 1)2− j , h = 2− j ), where “ · ” stands for the R2 inner
product, (u, v) · (u′, v′) = uu′ + vv′. Now if the parametrization were C4+ε, with ε > 0,
then we could Taylor expand �(t ± h) around t and obtain

d

dt

∣∣∣∣d�(t)dt

∣∣∣∣
2

+ h2

12

(
d3

dt3

∣∣∣∣d�(t)dt

∣∣∣∣
2

− d

dt

∣∣∣∣d2�(t)

dt2

∣∣∣∣
2
)
= O(h4),

at dyadic points; if �(t) ∈ C4+ε, then this equation extends to all t, h. By letting h → 0
we see that we must have |�′| = c and |�′′| = c for this to hold, i.e., the curve � must
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be either a straight line or a circle segment, which is obviously not the case for general
smooth curves �.

The example in Figure 6 also illustrates an interesting point concerning the link be-
tween the decay of the wavelet coefficients and the regularity of the normal parametriza-
tion. Although the normal parametrization of the curve in Figure 6 is only Lipschitz
where the circle and line segment meet, an application of Theorem 6.3 below shows that
the wavelet coefficientswj,k decay uniformly as 2−(2

−) j ; this shows that one cannot hope
to derive the wavelet coefficient decay simply by applying Taylor expansion arguments
to the normal parametrization.

6.1. General Assumptions

We are going to assume that there is a set of strictly increasing sequences {xj } generated
by the normal scheme described above, such that xj+1 = Nj xj . We let S denote the
interpolating predictor operator used in the scheme. As in Section 4.1, we assume it is a
linear, stationary, local, and bounded subdivision operator. Also, S is characterized by its
orderP , its smoothness σ , and the integer p = popt. We will strengthen our assumptions
in this section and assume that

σ̂ ≥ 1.(6.1)

(Note that this implies that σ is popt-suitable if σ = 1.) As usual, we assume that the
curve γ (x) has a certain Hölder smoothness, given by the parameter β,

γ ∈ Cβ(R).

Also, let I ⊂ R be a bounded interval of the form [0, N − 1] with N > 1 an integer; I
is the domain of x(t).

6.2. Preliminary Lemmas

We start out with some technical lemmas, which will allow us to improve upon the
|�xj |∞ ≤ cδ j estimate by “bootstrapping.” The basic idea is the following: by
Lemma 5.5 we can use the smoothness of γ to bound the difference between xj+1 and
the “predicted” Sxj by the difference between Sγ (xj ) and γ (Sxj ); next we can use our
commutation estimates from Section 4.4: Theorem 4.7 uses the smoothness of γ again to
transform exponential decay of |�xj |∞ into exponential decay of |Sγ (xj )− γ (Sxj )|∞,
hence of |xj+1 − Sxj |∞, showing that the xj are “almost” generated by the subdivi-
sion S, in the sense of Section 4; finally, Theorem 4.2 converts this into a new estimate
on |�xj |∞. The miracle is that in going through these steps, the decay rate of |�xj |∞
improves.

Lemma 6.1. Let {xj }, S, P , p, σ , γ , and β be given as in Section 6.1. Suppose the first
differences of xj converge exponentially to zero,

|�xj |∞ ≤ Cδ j , 0 < δ < 1,(6.2)

and

β > 1.
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Then

|x[1]
j |∞ ≤ c

{
j, σ = 1, p > 1,

1, otherwise.
(6.3)

Proof. When δ ≤ 1
2 the result is trivial. Consider therefore 1

2 < δ < 1 and set
r = min(β − 1, 1) > 0. Let c0 = c and let κ0 = 1+ log2 δ + a where a ≥ 0 is chosen
such that 0 < κ0 < 1 and (1+ r)n(log2 δ + a) 	= −σ for all n. Then

|x[1]
j |∞ ≤ c02 jκ0 .(6.4)

Furthermore, we define the strictly decreasing sequence {κn} by κn = 1−(1+r)n(1−κ0).
We claim that if κn > −σ + 1, there is a constant cn for which

|x[1]
j |∞ ≤ cn2 jκn , ∀ j.(6.5)

By (6.1) and (6.4) this holds for n = 0. Assume that (6.5) is true for n = 
. Since β > 1
we can use Lemma 5.5 and, subsequently, Theorem 4.7 with M = 1, α = 0, and s = κ

to get

|xj+1 − Sxj |∞ ≤ |Sγ (xj )− γ (Sxj )|∞ ≤ c′
2
− j (1+r)(1−κ
) = c′
2

− j (1−κ
+1).

This holds for j ≥ j0. Set

c′′
 = c′
 + max
0≤ j≤ j0

2 j (1−κ
+1)|xj+1 − Sxj |∞.

Then

|xj+1 − Sxj |∞ ≤ c′′
2− j (1−κ
+1), ∀ j ≥ 0.

If κ
+1 > −σ + 1 we can pick a p-suitable µ so that p − (1− κ
+1) > µ. Theorem 4.2
with ν = 1− κ
+1 and α = 0 then applies, yielding

|x[1]
j |∞ ≤ c(|x[1]

0 |∞ + c′′
 )2
j[max(p−ν,µ)+1−p] = c
+12 jκ
+1 ,

where we note that |x[1]
0 |∞ = |�x0|∞ ≤ C by (6.2). The claim follows by induction.

Now let n > 0 be the first index such that κn < −σ + 1 ≤ 0. (The case κn = −σ + 1 is
excluded by the choice of a above.) We still have

|xj+1 − Sxj |∞ ≤ c′′n−12− j (1−κn), ∀ j ≥ 0.

Pick a p-suitable µ so that κn < µ+ 1− p. We can again apply Theorem 4.2 and obtain

|x[1]
j |∞ ≤ c(|x[1]

0 |∞ + c′′n−1)[1+ jη1 2 j (1−p+µ)] ≤ c′[1+ jη1 2 j (1−p+µ)].

If σ > 1, then we can choose a p-suitable µ so that 1 − p + µ = 1 − σ + ε < 0, and
we obtain |x[1]

j |∞ ≤ c. If σ = 1, then (6.1) allows us to pick µ = p − 1. Since κn < 0
we have ν = 1− κn > 1 implying µ > p − ν. By Theorem 4.2 we then have η1 = 1 if
p > 1 and η1 = 0 if p = 1. This proves (6.3).
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Remarks.
(1) The result of Lemma 6.1 is quite remarkable: even though we started from (6.2)

with no other restriction on δ other than δ < 1, the simple restriction (6.1) allows us to
“transform” this possibly quite low decay rate into |�xj |∞ ≤ C2− j (with an extra factor
polynomial in j if p > 1 and σ = 1).

(2) If σ < 1, a similar argument proves that the decay |�xj |∞ ≤ Cδ j , with 2−σ <
δ < 1, implies the stronger decay |�xj |∞ ≤ C2− j (σ−ε) for all ε > 0.

The next lemma shows that a similar bootstrapping works for higher-order divided
differences. If λ equals either a real number r or a “generalized number” r−, we shall
use the convention that λ− = r−. The notation r− used here was defined in Section 3.1.

Lemma 6.2. Let {xj }, S, P , p, σ , σ̂ , γ , and β be given as in Section 6.1. Suppose we
have the following bounds on the first q divided differences of xj ,

|x[m]
j |∞ ≤ c

{
1, 1 ≤ m < q,

jα, m = q,
j > 0.(6.6)

If

2 ≤ p ≤ P, 1 ≤ q < min(σ̂ , β) =: Q,(6.7)

then we get bounds of the first q + 1 divided differences of xj ,

|x[m]
j |∞ ≤ c

{
1, 1 ≤ m < q + 1,

jη2 j (1−κ), m = q + 1,
(6.8)

where κ and η are given by

κ = min(1, β − q, σ̂ − q) = min(1, Q − q),(6.9)

η =
{

0, κ = σ− − q,

η′, otherwise,
(6.10)

with

η′ =
{

1, σ = min(β, q + 1),

0, otherwise,
+

{
1, κ = 1, p > q + 1,

0, otherwise.
(6.11)

Proof. Since β > 1, by (6.7), we can apply Lemma 5.5, which gives

|xj+1 − Sxj |∞ ≤ c|Sγ (xj )− γ (Sxj )|∞.

(Strictly speaking Lemma 5.5 gives |xj+1−Sxj |∞ ≤ |Sγ (xj )−γ (Sxj )|∞ for j exceeding
some j0; by adjusting the constant we obtain the inequality for all j .) By Theorem 4.7



442 I. Daubechies, O. Runborg, and W. Sweldens

(with M = q , r = min(β − q, 1) > 0, s = 0, and the same α),

|Sγ (xj )− γ (Sxj )|∞ ≤ cjα
′
2− j (q+r),(6.12)

α′ =



α(q + r), q = 1,

0, 0 < 1− r < q − 1,

α, r = 1, q > 1.

Pick µ to be p-suitable, µ = p − σ + ε with ε > 0; if p − σ is p-suitable we can pick
ε = 0. Theorem 4.2 can now be applied to the sequences xj with ν = q+ r , α = α′, and

� = max(p − q − r , µ) = p − q +max(−r, q − σ + ε)
= p − q −min(1, β − q, σ − q − ε) =: p − q − λ.

We get

|x[m]
j |∞ ≤ C(|x[m]

0 |∞ + c)(1+ jηm 2 j (m−q−λ))(6.13)

≤ C ′(|x[1]
0 |∞ + 1)(1+ jηm 2 j (m−q−λ)) ≤ C ′′(1+ jηm 2 j (m−q−λ)),

for 0 ≤ m ≤ p. By (6.7), we can choose ε so that λ > 0. For 1 ≤ m ≤ q, it follows that
the second term in (6.13) decays to zero as j →∞, so that |x[m]

j |∞ ≤ c for 1 ≤ m ≤ q.
This means we get (6.6) with α = 0 and we can bootstrap the arguments used so far to
obtain α′ = 0 in (6.12). We have q + 1 ≤ p because of (6.7) and σ ≤ p; (6.8), (6.10)
follows from (6.13) and (4.8) with m = q + 1.

Remark. Lemma 6.1 showed that we could bound |x[1]
j |∞ polynomially in j ;

Lemma 6.2 can then be used to prove by induction that for all m < min(σ, β), we
have |x[m]

j |∞ ≤ c; moreover, for m = �min(σ, β)
, we obtain |x[m]
j |∞ ≤ cjη2 j (1−κ),

with η and κ given in (6.9), (6.10). In particular, we have bootstrapped a polynomial
bound for |x[1]

j |∞ into a constant bound, since under our assumptions, min(σ, β) > 1.

6.3. Main Result

Before stating the main result we introduce the “wavelet” coefficients of the normal
mesh. At level j , the sequence wj is defined by

wj,k = ([(xj+1 − x∗j+1)
2 + (yj+1 − y∗j+1)

2]1/2)2k+1.(6.14)

Note that the even-indexed elements of (xj+1 − x∗j+1)
2 + (yj+1 − y∗j+1)

2 are zero. The
sequence wj measures the quality of the normal multiresolution approximation, in the
sense that it compares the “true” curve � with the auxiliary curve �∗j that would be
constructed using only the sequence (xj , γ (xj )) followed by subdivision using S. Good
decay for wj thus means that the normal multiresolution produces high-quality approxi-
mation. From another point of view, wj , combined with a sequence of sign bits, contains
the information necessary to obtain xj+1 from xj . If we wish to compress the total infor-
mation contained in xj1 or, equivalently, in the sequences xj0 , wj0 , wj0+1, . . . , wj1−1 (where
j0 < j1), then we can try to do this by setting small wj,k to zero. (In order to justify this,
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we also have to discuss the stability of such a procedure—see below.) If the |wj |∞ decay
rapidly for smooth curves, then we expect that for piecewise smooth curves, the wj,k

pertaining to smooth pieces will be very small for large j , holding promise for effective
compression in these regions. All this motivates the following theorem, which estimates
the decay of wj in terms of the smoothness β of the curve as well as the smoothness σ of
the subdivision scheme. It also shows the existence of the limiting parametrization and
its Hölder regularity.

Theorem 6.3. Let {xj }, S,P , p, σ , γ , β, and I be given as in Section 6.1. Furthermore,
let xj (t) be a piecewise linear function interpolating the points {xj,k} at t = k2− j ∈ I.
Set

Q := min(σ̂ , β), Q =: P + κ, P ∈ N, 0 < κ ≤ 1,(6.15)

If the first differences of xj converge exponentially to zero,

|�xj |∞ ≤ Cδ j , 0 < δ < 1,(6.16)

and

β > 1,(6.17)

then the parametrization xj (t) converges uniformly exponentially to x(t) ∈ C Q−
(I) and

x(P)(t) satisfies the Hölder estimate

|x(P)(t +�t)− x(P)(t)| ≤ c|�t |κ(1+ |log |�t ||)η, ∀ t, t +�t ∈ I,(6.18)

where

η =
{

0, Q = σ−,
η∗, otherwise,

(6.19)

with

η∗ =
{

1, σ = min(P, β) and P ≥ 1,

0, otherwise,
(6.20)

+
{

1, Q ∈ {1, . . . , p − 1}, p ≥ 2,

0, otherwise.

When P = 0, the related wavelet coefficients in (6.14) satisfy

|wj |∞ ≤ cjηmin(β,2)2− j min(β,2),(6.21)

and, for P ≥ 1,

|wj |∞ ≤ cjη
′
2− j min(Q+1,β,P), η′ =

{
0, min(P, β) < Q + 1,

η, min(P, β) ≥ Q + 1.
(6.22)

If Q > 1, then, for sufficiently large j ,

N (xj ) ≤ 1+ c2− jθ , θ = min(Q− − 1, 1).(6.23)
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If Q > 1 or S = S2, then, for sufficiently large j ,

sup
k

∣∣∣∣ xj+1,2k+1 − xj,k

xj,k+1 − xj,k
− 1

2

∣∣∣∣ ≤ c2− jθ , θ =
{

min(Q− − 1, 1), Q > 1,

min(β − 1, 1), S = S2.
(6.24)

Remarks.
(1) This is the same regularity that we get for the limit function of the predictor

subdivision scheme when we use the same method of proof. If we take the very special
case γ (x) = 1 for all x , then the normal multiresolution scheme gives xj+1 = Sxj . In
this case wj = 0, and we no longer have a curve approximation problem. However, we
can define xj (t) as before, and the convergence of xj (t) and its derivatives still holds, as
a special case of this theorem. Theorem 6.3 can thus be viewed as an extension, without
loss in the strength of the estimates, of standard convergence results for linear subdivision
such as Theorem 3.2, see, e.g., [1], [3].

(2) In some cases, we obtain x(t) ∈ LipQ , which is slightly stronger than stated in the
theorem. This happens, e.g., if either σ̂ = σ or β < σ , so that Q = min(σ, β) and if,
in addition, Q 	∈ Z, P ≥ 1, and P > σ 	= β; under these conditions η, as defined by
(6.19), (6.20), equals zero. We leave the details of the other cases, where x(t) ∈ LipQ ,
to the reader.

(3) The statement of Theorem 6.3 may seem overly complicated because of all the
different cases, depending on the relative values of σ̂ , β, and P . By looking at a few
extreme cases, we can get some insight in what is happening. Suppose the curve� is very
smooth (i.e.,β large), whereas S is a reasonable but not very fancy subdivision scheme, so
that σ̂ ≤ popt ≤ P < β, implying Q = σ̂ . We then obtain x ∈ Cσ− , i.e., the smoothness
of the normal parametrization is that of the subdivision scheme. If P ≥ σ̂ + 1, then the
decay of the wavelet coefficients is given by |wj |∞ ≤ C jη2− j (σ̂+1), i.e., we have a “gain
of 1” in this decay rate, when compared to the smoothness of S (but we do not get the
full decay rate P if P > σ̂ + 1, unlike standard linear wavelet transforms). If we look
at the other extreme case, where P and σ are strictly larger than β, i.e., the subdivision
scheme is “smoother” than �, then Q = β, x ∈ Cβ− , and |wj |∞ ≤ C2− jβ : the decay rate
of |wj |∞ and the smoothness of x(t) match and are completely set by the smoothness β
of �.

Proof of Theorem 6.3. We divide this proof into three parts. In the first part of the
proof we show the regularity of x(t) and (6.18), (6.19), (6.20). In the second part we
show the decay estimates for the wavelet coefficients, (6.21), (6.22), and in the last part
we show the remaining statements (6.23), (6.24).

Before starting, we establish the simple inequalities

P < Q ≤ P + 1 ≤ p ≤ P, 1 ≤ Q ≤ β,(6.25)

which follow directly from the definition of these quantities in (6.15) and from (6.1),
(6.17). These inequalities will be used extensively below.

Part 1: Regularity of x(t). The strategy for this part is to show that the sequences xj

are approximately generated by the predictor subdivision scheme S itself, hence that an
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estimate of the type (4.1) holds for large enough ν. Theorem 4.4 can then be applied to
prove convergence and regularity of the limiting function x(t).

Now by (6.16), (6.17) we get from Lemma 5.5 that

|xj+1 − Sxj |∞ ≤ |Sγ (xj )− γ (Sxj )|∞,(6.26)

for sufficiently large j . We thus only need to bound |Sγ (xj ) − γ (Sxj )|∞ to obtain the
(4.1) estimate. Such bounds are given by Theorem 4.7, provided we can control the
divided differences of xj . We therefore start by showing that

|x[m]
j |∞ ≤ c

{
1, 1 ≤ m ≤ P,

jα
′′
2 j (1−κ), m = P + 1,

(6.27)

for some integer α′′ ≥ 0 and κ as in (6.15).
The assumptions (6.16), (6.17) are stronger than those of Lemma 6.1, which gives

|x[1]
j |∞ ≤ cjα

′
, α′ =

{
1, σ = 1, p > 1,

0, otherwise.
(6.28)

This shows (6.27) when P = 0. If P ≥ 1, then we shall prove (6.27) by induction and
(6.28) will be our initial step. For our induction step we suppose we have, for some q
with 1 ≤ q ≤ Q − 1, that, for some α̃,

|x[m]
j |∞ ≤ c

{
1, 1 ≤ m < q,

j α̃, m = q.
(6.29)

The inequality (6.28) shows that this holds for q = 1. We then want to derive that the same
is true when we replace q by q + 1. By Lemma 6.2, this is true for q ≤ P − 1 < Q− 1,
since for these q we have min(1, Q−q) = 1. The induction process thus proves (6.29) for
q = P . We can now apply Lemma 6.2 one more time, since P < Q, which establishes
(6.27).

We now proceed to apply Theorem 4.7 to the bound (6.27) and then use Theorem 4.4
to show (6.18), (6.19), (6.20). We divide the arguments into two cases: one where we
can use M = P + 1 in Theorem 4.7 and one where we have to make do with M = P:

Case 1. P = 0 or min(P, β) > P + 1.
This case is chosen such that Theorem 4.7 can be used with M = P + 1. The other
parameters in Theorem 4.7 are r = min(β − M, 1) = min(β − P − 1, 1) > 0, α = α′′,
and s = 1− κ , as given in (6.27). We get

|γ (Sxj )− Sγ (xj )|∞ ≤ cjα
′′′

2− j (P+1+min(κ,r)),(6.30)

α′′′ =



α′′(1+ r), P = 0,

0, P > 0, r < κ,

α′′, P > 0, r ≥ κ,
where we used the fact that κ = Q − P = 1 for P = 0 by (6.25). Finally, we combine
(6.26) and (6.30) and apply Theorem 4.4 with ν = P + 1 + min(κ, r) and α = α′′′.
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We note that in this case β > P + 1, so by (6.25) we have β > Q and, consequently,
Q = σ̂ . Since ν > P + 1 ≥ Q + 1, we thus have ν > σ . Therefore Q, P , and κ in
(4.15) coincide with (6.15). Let {x̃j } be the (finite) subsequences of {xj } containing only
elements x̃ j,k for which k2− j ∈ I. Clearly |x̃0|∞ is bounded. Corollary 4.5 applied to
{x̃j } then shows that x ∈ C σ̂−(I) = C Q−

(I). Moreover, (6.18) is given by (4.12) with κ
as in (6.15) and η as in (4.13), i.e.,

η =
{

1, Q ∈ {1, . . . , p − 1}, p ≥ 2,

0, otherwise.
(6.31)

What is more, when P ≥ 1,

min(P, β) > P + 1 ≥ Q = σ̂ ,
so, if Q = σ , the first term in (6.20) is zero and (6.31) agrees with (6.19), (6.20).

Case 2. P ≥ 1 and min(P, β) ≤ P + 1.
In this case we will apply Theorem 4.7 with M = P . This is allowed since, by (6.25),
we have M = P < Q ≤ min(P, β). We use only the first P bounds in (6.27), i.e.,

|x[m]
j |∞ ≤ c, 1 ≤ m ≤ P.

Theorem 4.7, with r = min(β − M, 1) = min(β − P, 1) and α = s = 0, then gives

|γ (Sxj )− Sγ (xj )|∞ ≤ c2− j (P+r) = c2− j min(β,P+1).(6.32)

We can now apply Corollary 4.5 with α = 0 and ν = min(β, P+1). We have, by (6.25),

min(σ̂ , ν) = min(σ̂ , β, P + 1) = min(Q, P + 1) = Q,

so (4.15) agrees with (6.15). Therefore we obtain again, as in the first case, x ∈ C Q−
(I).

Finally, (4.16) gives

η =
{

1, σ = min(β, P + 1),

0, σ 	= min(β, P + 1),
+

{
1, Q ∈ {1, . . . , p − 1}, p ≥ 2,

0, otherwise,
(6.33)

and (6.19), (6.20) follows from the restrictions on P , P , and β for this case and (6.25),
since

min(β, P + 1) = min(β, P + 1,P) = min(β,P).(6.34)

This completes the first part of the theorem.

Part 2: Decay of the wavelet coefficients. In this second part of the theorem we estimate
the wavelet coefficients wj and show (6.21), (6.22). Again, it is the difference |Sγ (xj )−
γ (Sxj )|∞ that plays the most important role. Indeed, by using Lemma 5.5 we get

|wj+1|∞ ≤ |Sxj − xj+1|∞ + |Sγ (xj )− γ (xj+1)|∞(6.35)

≤ |Sxj − xj+1|∞ + |Sγ (xj )− γ (Sxj )|∞ + |γ (Sxj )− γ (xj+1)|∞
≤ |Sxj − xj+1|∞ + |Sγ (xj )− γ (Sxj )|∞ + |γ ′|∞|Sxj − xj+1|∞
≤ c|Sγ (xj )− γ (Sxj )|∞.
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As in the first part we divide the proof into (the same) two cases, and use the estimates
(6.30), (6.32) which were already derived in that part, to bound |Sγ (xj )−γ (Sxj )|∞ and
hence |wj+1|∞.

Case 1. P = 0 or min(P, β) > P + 1.
In this case we start from the estimate (6.30) and note that by (4.17) we can in fact take
α′′ = η in (6.27) and, consequently, also in (6.30). Suppose first that P = 0. Then, as
noted in Part 1 of the proof, Q = κ = 1. Therefore, still with r = min(β − P − 1, 1),

P + 1+min(κ, r) = 1+min(1, r) = 1+ r = 1+min(β − 1, 1) = min(β, 2),

and (6.21) follows from (6.30), (6.35). Assume now instead that P ≥ 1. Then, by the
second restriction in this case (on P , β, and P) and (6.25), we must have

Q ≤ P + 1 < min(P, β) ≤ P ⇒ Q + 1 ≤ P + 2 ≤ P.
Hence,

min(Q + 1, β,P) = min(Q + 1, β) = min(P + 1+ κ, β, P + 2)

= P + 1+min(κ, β − P − 1, 1) = P + 1+min(κ, r).

Furthermore,

r = min(β − P − 1, 1) = min(β − Q − 1, 1− κ)+ κ.
Recalling that 0 < κ ≤ 1, this implies that r < κ if and only if β < Q + 1. But, since
Q + 1 ≤ P , in fact, r < κ if and only if min(β,P) < Q + 1. Therefore, (6.22) follows
from (6.30), (6.35).

Case 2. P ≥ 1 and min(P, β) ≤ P + 1.
By (6.34), (6.25),

min(Q + 1, β,P) = min(Q + 1, P + 1, β) = min(P + 1, β),

in this case. Also, by the restrictions on P , P , and β in this case, min(P, β) ≤ P + 1 <
Q + 1. Therefore, η′ = 0 in (6.22), so that (6.22) follows from (6.32), (6.35).

Part 3: Limiting uniformity. For the remaining statements, suppose first that Q > 1.
Set �t = 2− j and t = k�t . Then,∣∣∣∣ (�xj )k

(�xj )k−1
− 1

∣∣∣∣ =
∣∣∣∣x(t +�t)− x(t)

x(t)− x(t −�t)
− 1

∣∣∣∣ ≤
∣∣∣∣ c(�t)1+θ

�tx′(t)− c′(�t)1+θ

∣∣∣∣ ≤ c(�t)θ

if �t is sufficiently small or, equivalently, if j is sufficiently large. It follows that the
quantities aj,k defined by

aj,k := max

(
(�xj )k

(�xj )k+1
,
(�xj )k+1

(�xj )k

)
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satisfy the inequality

|aj,k − 1| ≤ max

(
c(�t)θ ,

c(�t)θ ,

1− c(�t)θ

)
≤ c′(�t)θ ;

now (6.23) follows since N (xj ) = supk aj,k . The same argument proves (6.24) for this
case, since ∣∣∣∣ xj+1,2k+1 − xj,k

xj,k+1 − xj,k
− 1

2

∣∣∣∣ = 1

2

∣∣∣∣aj,k − 1

aj,k + 1

∣∣∣∣ ≤ c(�t)θ ,

1− c(�t)θ
≤ c′(�t)θ .

Suppose finally that S = S2. For this case Q = σ = 1 and popt = 1 (see below). The
first part of the theorem then shows that x(t) ∈ Lip1. Moreover, we can take b = 0 in
Lemma 5.3 and with c′γ = 
(β − 1, γ ′),∣∣∣∣ xj+1,2k+1 − xj,k

xj,k+1 − xj,k
− 1

2

∣∣∣∣ = max((�xj+1)2k, (�xj+1)2k+1)

(�xj )k
− 1

2
≤ δj − 1

2

= c′γ |�xj |θ∞
2(2+ c′γ |�xj |θ∞)

≤ c′γ |�xj |θ∞.

We get (6.24) for this case by noting that |�xj |∞ ≤ c 2− j since x(t) is Lipschitz.

Remark. We can weaken the assumptions on the predictor subdivision scheme further.
It is enough that we use a, possibly nonlinear, interpolating scheme S̃ such that there
exists a linear subdivision scheme S with the characteristics stated in the theorem, for
which

|Sxj − S̃xj |∞ ≤ c2− jλ,

with λ large enough (λ > P+1+min(κ, r) in Case 1 and λ > min(β, P+1) in Case 2).
Then, (4.1) will still hold for all the cases we care about (ν < λ), since

|xj+1 − S̃xj |∞ ≤ |xj+1 − Sxj |∞ + c2− jλ ≤ c′2− jν,

and similarly with Lemma 5.5 and (6.35).

6.4. Stability

In the preceding subsection we established, under certain conditions, a rate of decay
for the wavelet coefficients, in the expectation that fast decay will be associated with
significant compression without great loss of accuracy. In standard (linear) wavelet de-
compositions, compression can be achieved by thresholding, which simply discards
coefficients along those basis directions that give only small contributions. In the case
of (inherently nonlinear) normal multiresolution approximation, it is much less clear a
priori that the effect of thresholding (or any other approximation) of the wavelet coeffi-
cients can be kept under control. This motivates the stability analysis below, where we
investigate the effects of inaccuracies in the initial, coarse scale data and/or the wavelet
coefficients on the reconstruction of the curve.
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In order to analyze the stability of the normal scheme we set f j = (xj , yj ) ∈ X2. For
an element r = (x, y) ∈ X2 we define

|r|2 =
√

x2 + y2 ∈ X.

Then,

f j+1,2k+1 = (S f j )2k+1 + (ς j wj nj )k, f j+1,2k = f j,k,

where nj ∈ X2, ς j ∈ X ({−1, 1}) are the sequences of normal vectors (resp., signs)
defined by

nj =
� f⊥j
|� f j |2

:= (−�yj , �xj )

|� f j |2
,

ςj,k = sign[( f j+1,2k+1 − (S f j )2k+1) · (−�yj , �xj )].

Introduce the perturbed sequences w̃j and f̃ j = (x̃j , ỹj ) constructed from f̃ 0 by the rule

f̃ j+1,2k+1 = (S f̃ j )2k+1 + (ς j w̃j ñj )k, f̃ j+1,2k = f̃ j,k,

and, similarly,

ñj =
� f̃

⊥
j

|� f̃ j |2
:= (−� ỹj , �x̃j )

|� f̃ j |2
.

We want to show that if f̃ 0 is close to f 0 and if |wj − w̃j |∞ is small, then the resulting
sequence f̃ j remains close to f j for all j .

Theorem 6.4. Let {xj }, S, P , p, σ , γ , and β be given as in Section 6.1. Suppose

| f 0 − f̃ 0|2,∞ ≤ E f , |wj − w̃j |∞ ≤ Ew2− js, s ≥ 0.

If the first differences of xj converge exponentially to zero,

|�xj |∞ ≤ Cδ j , 0 < δ < 1,

and

β > 1, sup
j
N (xj ) <∞,

{
σ̂ > 1, p > 1,

σ̂ = 1, p = 1,
(6.36)

then there is a constant C independent of j , E f , and Ew such that, for j > 0,

| f j − f̃ j |2,∞ ≤ C(E f + Ew) jη, η =
{

0, s > 0,

1, s = 0.
(6.37)
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Proof. We fix the indices j, k and use the shorthand notation� f = (� f j )k , n = nj,k ,
w = wj,k , ς = ςj,k and, similarly, with a tilde added for the perturbed sequences. Also
set ej = f j − f̃ j . For odd points we get

ej+1,2k+1 = (Sej )2k+1 + ςw(n − ñ)+ ς(w − w̃)ñ.(6.38)

We can estimate

|n − ñ|2 =
∣∣∣∣∣ � f

|� f |2 −
� f̃

|� f̃ |2

∣∣∣∣∣
2

(6.39)

=
∣∣∣∣∣� f |� f̃ |2 −� f̃ |� f̃ |2 +� f̃ |� f̃ |2 −� f̃ |� f |2

|� f̃ |2 |� f |2

∣∣∣∣∣
2

≤ |� f −� f̃ |2 + ||� f̃ |2 − |� f |2|
|� f |2 ≤ 2|� f −� f̃ |2

|� f |2 ≤ 4|ej |2,∞
|(�xj )k | .

Before continuing, we derive a basic estimate for |ej+1− Sej |∞. Set r = min(β − 1, 1).
As in (6.35),

|w| ≤ c|(Sγ (xj )− γ (Sxj ))2k+1|,
and, clearly, |ñ|2 = 1. Together with (6.36), (6.38), (6.39), and Lemma 4.6 we then get

|ej+1,2k+1 − (Sej )2k+1|2 ≤ c|(Sγ (xj )− γ (Sxj ))2k+1| |ej |2,∞
|(�xj )k | + |w̃ − w|

≤ c|ej |2,∞ max

∈I2k+1

|(�xj )
|1+r

|(�xj )k | + |w̃ − w|∞

≤ c|ej |2,∞N (xj )
B |�xj |r∞ + Ew2− js

≤ c2− jr |x[1]
j |r∞|ej |2,∞ + Ew2− js .

Since f j+1,2k = f j,k and f̃ j+1,2k = f̃ j,k we, furthermore, have ej+1,2k = ej,k . From
Lemma 6.1 and (6.36) it then follows that

|ej+1 − Sej |2,∞ ≤ c12− jr |ej |2,∞ + Ew2− js, ∀ j ≥ 0.(6.40)

The proof will now continue through three steps. In the first step we show that the
error ej can grow at most exponentially with j . In the second step we prove that this in
fact implies that ej grows at most polynomially and, finally, in the last step, we show
that the polynomial growth actually implies (6.37).

Step 1: Exponential growth of |ej |2,∞. From (6.40) we have

|ej+1|2,∞ ≤ |Sej |2,∞ + c12− jr |ej |2,∞ + Ew2− js

≤ (|S|∞ + c1)|ej |2,∞ + Ew =: d|ej |2,∞ + Ew,
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and we assume without loss of generality that d ≥ 2. By induction, for all j ,

|ej+1|2,∞ ≤ d j+1 E f + Ew
j∑

k=0

dk = d j+1 E f + EwG(d, j + 1, 0)(6.41)

≤ c0d j+1(E f + Ew).

This shows that ej cannot grow faster than exponentially. It is not a sharp estimate, and
we will use it only as a stepping stone to show the more precise estimate (6.37).

Step 2: Polynomial growth of |ej |2,∞. We now proceed to show that the error can in
fact only grow polynomially with j . As an intermediate result, we will show that ej is
approximately produced by S from e0: the sequences ej satisfy an estimate of the type
(4.1), at least for j ≤ J with J finite. We can then apply Theorem 4.2 and bound the
growth of the sequences ej for j ≤ J .

Let ν = min(r, s)/2 < 1. By (6.40) we get, for 0 ≤ j ≤ J ,

|ej+1 − Sej |2,∞ ≤ 2−ν j [c12− j (r−ν)|ej |2,∞ + Ew2− j (s−ν)](6.42)

≤ 2−ν j max
0≤k≤J

[c12−k(r−ν)|ek |2,∞ + Ew2−k(s−ν)] =: aJ 2−ν j .

Consider now another family of sequences, ẽJ
j , such that ẽJ

j = ej for 0 ≤ j ≤ J and

ẽJ
j = SẽJ

j−1 for j > J . Then, by construction,

|ẽJ+1
j+1 − SẽJ+1

j |2,∞ ≤ aJ 2−ν j , ∀ j ≥ 0,

and we can apply Theorem 4.2 to both elements of ẽJ+1
j ∈ X2 with a = aJ , q = 0 and

ν as above. Since we can choose a p-suitable µ for which µ ≤ p − 1 < p − ν, we have
� = p − ν ≤ p. Moreover, ν = 0 only when s = 0. There is hence a constant c2 ≥ 1,
independent of E f and aJ , such that

|ẽJ+1
j |2,∞ ≤ c2(|ẽJ+1

0 |∞ + aJ ) jη ≤ c2(E f + aJ ) jη, ∀ j, J > 0,(6.43)

with η given as in (6.37). Taking j = J + 1 in (6.43) yields

|ej |2,∞ = |ẽ j
j |2,∞ ≤ c2(E f + aj−1) jη, ∀ j ≥ 0.(6.44)

Let K and K ′ be two positive integers such that 1 ≤ K ≤ K ′ and

c1c22−K (r−ν) ≤ 1, kη2−(k−K )(r−ν) ≤ 1, k ≥ K ′.(6.45)

Then, for j ≥ K ′, using (6.41), (6.45),

aj ≤ max

(
max

0≤k≤K ′−1
c12−k(r−ν)|ek |2,∞ + Ew2−k(s−ν),

1

c2
max

K ′≤k≤ j
c1c22−K (r−ν)2−(k−K )(r−ν)|ek |2,∞ + Ew2−k(s−ν)

)

≤ max

(
max

0≤k≤K ′−1
c0c1(2

−(r−ν)d)k(E f + Ew),
1

c2
max

K ′≤k≤ j
2−(k−K )(r−ν)|ek |2,∞

)
+ Ew.
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But, since c2 ≥ 1 and d ≥ 2,

max
0≤k≤K ′−1

c0c1(2
−(r−ν)d)k = c0c1(2

−(r−ν)d)K ′−1 < c0c1c2(2
−(r−ν)d)K ′

≤ c1c22−K (r−ν)c0d K ′
,

and, by (6.45),

aj ≤ max

(
c0d K ′

(E f + Ew),
1

c2
max

K ′≤k≤ j
2−(k−K )(r−ν)|ek |2,∞

)
+ Ew,(6.46)

≤ max

(
c0d K ′

(E f + Ew), max
K ′≤k≤ j

|ek |2,∞
c2kη

)
+ Ew,(6.47)

for j ≥ K ′. We claim that (6.41), (6.44), (6.47) yields the polynomial bound on the
growth of ej given by

|ej |2,∞ ≤ c2(Ew + E f ) jη[ j − K ′ + c0d K ′
],(6.48)

for j ≥ K ′. This is clearly true for j = K ′ by (6.41) and c2 ≥ 1, K ′ ≥ 1. Suppose (6.48)
holds for j with K ′ ≤ j ≤ n. We then have, from (6.44), (6.47), (6.48), and (6.45),

|en+1|2,∞ ≤ c2(E f + an)(n + 1)η ≤ c2(E f + Ew)(n + 1)η

+max

(
c2c0d K ′

(E f + Ew), max
K ′≤k≤n

|ek |2,∞
kη

)
(n + 1)η

≤ c2(E f + Ew)(n + 1)η

+ c2(E f + Ew)(n + 1)η max

(
c0d K ′

, max
K ′≤k≤n

[k − K ′ + c0d K ′
]

)

= c2(Ew + E f )(n + 1)η[n + 1− K ′ + c0d K ′
].

This shows (6.48) for all j ≥ K ′.

Step 3: Conclusion. It is now rather easy to see that (6.48) implies (6.37). We note first
that there is a constant c3 such that

2−(k−K )(r−ν)kη(k − K ′) ≤ c3, ∀ k ≥ K ′.

It then follows from (6.45), (6.46), (6.48) that, for j ≥ K ′,

aj ≤ max

(
c0d K ′

(E f + Ew), max
K ′≤k≤ j

2−(k−K )(r−ν)(Ew + E f )k
η[k − K ′ + c0d K ′

]

)
+ Ew

≤ (E f + Ew)max(c0d K ′
, c3 + c0d K ′

)+ Ew ≤ C(E f + Ew).

On the other hand, for 0 ≤ j < K ′, we get, from (6.42) and (6.41),

aj ≤ max
0≤k≤K ′

[c0c12−k(r−ν)dk(E f + Ew)+ Ew2−k(s−ν)]

≤ c0c12−K ′(r−ν)d K ′
(E f + Ew)+ Ew ≤ C(E f + Ew).

The stability (6.37) then follows from (6.44).
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Remarks.
(1) The result in Theorem 6.4 shows that setting wavelet coefficients wj,k to zero,

beyond a certain level, leads to a stable compression scheme. For example, suppose that
the wavelet coefficients decay as

|wj |∞ ≤ c2− jλ, λ > 0,(6.49)

and that we set

w̃j =
{

wj , 0 ≤ j ≤ J,

0, j > J.

as well as f̃ 0 = f 0. This corresponds to doing the reconstruction of the curve exactly in
the first J levels, and using only the pure subdivision scheme for further refinement of
the curve. Theorem 6.4 can then be applied at level J with E f = 0, Ew = c2−Jλ, and
s = λ, so that

| f j − f̃ j |2,∞ ≤ C2−Jλ, ∀ j ≥ 0.(6.50)

If we are in the setting described in Theorems 5.7 and 5.8 we know from (5.30) that the
nonuniformity is controlled at level J , henceN (xJ ) < R, where R is the bound for the
weakly contractive scheme S. (R = ∞ for S = S2). When we proceed beyond J , using
only S for refinement, x̃j remains strictly increasing and N (x̃j ) < R trivially, since S
is weakly contractive. In particular, we can define the perturbed function γ̃ J

j (x) as the

piecewise linear interpolant of f̃ j = (x̃j , ỹj ) for all j and denote by γ̃ J (x) the limiting
function obtained when j →∞. It then follows from (6.50) that

|γ − γ̃ J |∞ ≤ c2−Jλ.

(2) One can also consider a thresholding scheme. Let us again assume (6.49) and set

w̃j,k =
{
wj,k, |wj,k | ≥ ε,
0, |wj,k | < ε.

We then have |wj,k − w̃j,k | ≤ ε for all j, k, as well as |wj,k − w̃j,k | ≤ |wj,k | ≤ c2− jλ. It
follows that, for 0 ≤ κ ≤ 1,

|wj,k − w̃j,k | ≤ ε1−κcκ2− jλκ .

If f 0 = f̃ 0 and κ > 0, then we obtain from Theorem 6.4 that

| f j − f̃ j |2,∞ ≤ C ′cκε1−κ , κ > 0,(6.51)

where C ′ depends on the product λκ .
In this setting we cannot be sure that x̃j remains strictly increasing for all j , and we

cannot define the functions γ̃j (x) as above. The normal parametrization of the perturbed
curve remains well defined however, and we let x̃j (t) and ỹj (t) be the piecewise linear
interpolants of (2− j k, x̃j ) and (2− j k, ỹj ), respectively. We denote the limits as j →∞
by x̃(t) and ỹ(t) and also set �̃(t) := (x̃(t), ỹ(t)). Then (6.51) shows that

sup
t
|�(t)− �̃(t)|2 = sup

t
||x(t)− x̃(t)|2 + |y(t)− ỹ(t)|2|1/2 ≤ C ′cκε1−κ .
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7. Examples

We conclude this paper with several examples. We first look at the class of Lagrangean
interpolating subdivision predictors S2l . The predictor S2l uses order 2l − 1 Lagrange
interpolation. The simplest case, l = 1, corresponds to the midpoint rule; for l = 2 one
obtains the well-known four-point scheme; we also consider l = 3 and l = 4 here. The
width of the scheme increases with l (B = 4l − 2), as well as the regularity of the limit
function. This therefore provides a nice test family to check the dependence on σ of the
decay of the normal wavelet coefficients or the smoothness of the parametrization. We
also consider one hybrid case from [7]. Finally, we study an example to test some of the
restrictions imposed in the theorems. In particular, we often require that the function γ
be Cβ with β > 1. We introduce a curve in Section 7.2 that is merely Lipschitz (β = 1),
for which many of the conclusions of our theorems do not hold, showing that β > 1 is
necessary.

7.1. The Lagrange Interpolation Prediction Schemes S2


7.1.1. Two-Point Scheme. In the linear case we simply have

|S[1]
2 x[1]

j |∞ = |x[1]
j |∞.

Hence µ = 0 is p-suitable for p = 1, so σ̂ ≥ 1. If γ ∈ C2 we have Q ≥ 1 in
Theorem 6.3. The worst case is Q = 1, for which P = 0, κ = 1, and η = 0. Then
x(t) ∈ Lip1, which is optimal. Theorem 6.3 also predicts that the wavelet coefficients
decay as O(2−2j).

7.1.2. Four-Point Scheme. For the cubic case we start from the estimate

|S[3]
4 x[3]

j |∞ ≤ 2|x[3]
j |∞.

Hence µ = 1 is p-suitable for p = 3, so σ̂ ≥ 2. If γ ∈ C2, Theorem 6.3 gives Q = 2
and x(t) ∈ C2− , which again is optimal. If γ ∈ C3+ε we get Q ≥ 2 and Theorem 6.3
predicts that the wavelet coefficients decay as O(j2−3j).

7.1.3. The 2–4 Hybrid Scheme. Let

Sw = (1− w)S2 + wS4, 0 < w ≤ 1.

This convex combination of S2 and S4 is of order two and |S[2]
w |∞ = 2, hence σ̂ ≥

2 − log2 2 = 1, which is not sufficient to prove that x(t) ∈ C1. However, we can also
use the fact that

|(S[2]
w )

2|∞ = 4− w.

This means that σ̂ ≥ 2 − 1
2 log2(4 − w) > 1 for w > 0, so x(t) ∈ C1 by Theorem 6.3

when γ ∈ C2.
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7.1.4. Six-Point Scheme. For the six-point scheme we start from the estimate

|S[5]
6 x[5]

j |∞ ≤ 4.75|x[5]
j |∞.

Hence µ = log2 4.75 is p-suitable for p = 5, so σ̂ ≥ 5− log2 4.75 ≈ 2.75. If γ ∈ C3,
Theorem 6.3 gives Q ≥ 5− log2 4.75 ≈ 2.75 and x(t) ∈ C2.75, which is not optimal. If
γ ∈ C4, Theorem 6.3 predicts that the wavelet coefficients decay as O(2−3.75j).

One can show that the six-point scheme actually has a limit function with regularity
2.83. (This value is obtained by L1-estimates of the decay of the Fourier transform of
the limit function. Because the mask of the subdivision scheme defines a nonnegative
trigonometric polynomial for Lagrange interpolating subdivision, the Fourier transform
of the limit function is positive as well, so that this L1-estimate can be shown to be
optimal.)

7.1.5. Eight-Point Scheme. For the eight point scheme we start from the estimate

|S[7]
8 x[7]

j |∞ ≤ 13|x[7]
j |∞.

Hence µ = log2 13 is p-suitable for p = 7, so σ̂ ≥ 7 − log2 13 ≈ 3.30. If γ ∈ C4,
Theorem 6.3 gives Q ≥ 7− log2 13 ≈ 3.30 and x(t) ∈ C3.30, which again is not optimal.
If γ ∈ C5, Theorem 6.3 predicts that the wavelet coefficients decay as O(2−4.30j). Using
Fourier methods one can show that the optimal regularity of the limit function is 3.55.

Numerical examples for S2 to S8 are given in Figure 7. It shows that the observed
behavior is very close to the precise theoretical prediction.

7.2. A Counterexample if β ≤ 1

We will show here an example of a Lipschitz curve for which results in the earlier
sections break down. This indicates that the requirement in the theorems that γ ∈ Cβ ,
with β > 1, is close to optimal.

Take r such that 0 ≤ r < 1/
√

3 and set

α = 1+ r2

2(1− r2)
.

It is easy to see that α is an increasing function of r and that 0 ≤ r < 1/
√

3 implies
1
2 ≤ α < 1. The curve we consider is inspired by the graph of an increasingly oscillating
function, such as

ϕ(x) = r x cos(π log x/logα)(7.1)

for 0 < x < 1 and constant for other x . For simplicity, we consider a piecewise linear
approximation of ϕ, for which one gets simple formulas for all the quantities in which we
are interested. More precisely, for 0 < x ≤ 1, let γ (x) be the piecewise linear interpolant
of the points (t
, u
) given by

t
 = α
, u
 = r t
 cos(π log t
/logα) = r t
(−1)
, 
 ≥ 0.

For x ≤ 0, set γ (x) ≡ 0 and γ (x) ≡ r for x > 1. The curve is illustrated in Figure 8 for
r = 1

2 .
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Fig. 7. Numerical study of the first Lagrange interpolation subdivision schemes, S2 to S8. The left column
shows the normal multiresolution approximation at levels j = 3, 4. The right column shows the decay of
wavelet coefficients as a function of level j (solid, bold) compared with the function 2− j (Q+1) with Q =
1, 2, 2.83, 3.55 (dashed, bold) together with the nonuniformity measure N (x j ) as a function of j (solid)
compared with the function 2− j min(Q−1,1) (dashed). In these diagrams it is important to compare the slopes
of the solid and dashed lines.



Normal Multiresolution Approximation of Curves 457

−0.2 0 0.2 0.4 0.6 0.8 1 1.2

−0.4

−0.2

0

0.2

0.4

0.6

Fig. 8. The curve in Section 7.2 for r = 1
2 .

We note that γ is a continuous bounded curve, well defined when r is in the stated
interval. Moreover, recalling that α < 1, we see that γ is both Lipschitz continuous,


(1, γ ) = sup
x,x ′

∣∣∣∣γ (x)− γ (x ′)x − x ′

∣∣∣∣ = sup



∣∣∣∣u
+1 − u

t
+1 − t


∣∣∣∣ = sup



r

∣∣∣∣ t
+1 + t

t
+1 − t


∣∣∣∣ = r
1+ α
1− α ,

and of bounded variation,

TV(γ ) =
∞∑

=0

|u
+1 − u
| = r
∞∑

=0

|t
+1 + t
| = r(1+ α)
∞∑

=0

α
 = r
1+ α
1− α .

It is clearly not C1, though. (Neither is ϕ.)
We apply the normal scheme to the curve, with x0 = k and the two-point subdivision

scheme S2 as predictor. To go from level j to level j + 1 we need to solve the equation
in (5.1), (

xj+1,2k+1 − xj,k + xj,k+1

2

)
(xj,k+1 − xj,k)(7.2)

+
(

yj+1,2k+1 − yj,k + yj,k+1

2

)
(yj,k+1 − yj,k) = 0.

There are in general many solutions to this equation for which �xj+1 > 0 and we are
free to set a rule telling us which one to pick. In particular, we can take the solution
that is furthest away from the predicted point. In that case we will have xj,0 = 0 and
xj,1 = tj for all j . This follows by induction after inserting these expressions into (7.2)
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with k = 0,(
tj+1 − tj

2

)
tj +

(
uj+1 − uj

2

)
uj = (α − 1

2 )α
2 j + (−α − 1

2 )r
2α2 j

= α2 j (α(1− r2)− 1
2 (1+ r2)) = 0.

Since γ is linear between the interpolation points (t
) it also follows by induction that
the j th level normal multiresolution approximation γj (t) is exact for t ≤ 0 and t ≥ tj .
This means that the wavelet coefficients are zero for k 	= 0. For k = 0,

(tj+1, uj+1)− 1
2 (tj , uj ) = α j (α− 1

2 , r(−1) j+1(α+ 1
2 )) =

α j r

1− r2
(r, (−1) j+1).(7.3)

Hence,

|wj |∞ = |wj,0| = r
√

1+ r2

1− r2
α j ,

and since we can pick α as close to one as we like, we can indeed construct Lipschitz
continuous (and BV) curves where the normal scheme has arbitrarily slow exponential
convergence. Similar estimates would hold if we chose γ to be the graph of ϕ defined
by (7.1).

This curve also provides a counterexample to a few other results in the earlier sections
of this paper. We note that

(�xj )k =




2− j , k < 0 or k ≥ 2 j ,

tj , k = 0,

2−i (tj−i−1 − tj−i ), 2i ≤ k < 2i+1, 0 ≤ i < j,

(7.4)

=




2− j , k < 0 or k ≥ 2 j ,

α j , k = 0,

α j 1− α
2iαi+1

, 2i ≤ k < 2i+1, 0 ≤ i < j,

and, since α ≥ 1
2 ,

α j 1− α
2iαi+1

= α j

(
1

α
− 1

)
(2α)−i ≤ α j ≥ 2− j ,

so

|�xj |∞ = (�xj )0 = α j , |x[1]
j |∞ = (2α) j .

By taking α > 1
2 , this shows that Lemma 6.1 does not hold when γ is just Lipschitz.

Furthermore, just as for the wavelet coefficients (Sγ (xj )− γ (Sxj ))k = 0 for k 	= 1.
Suppose we let

α = 2−1/2n, n ∈ Z+,
so that

tj

2
= 2(− j−2n)/2n = α j+2n = tj+2n.
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Then

(Sγ (xj )− γ (Sxj ))1 = γ (tj )

2
− γ

(
tj

2

)
= γ (tj )

2
− γ (tj+2n)

= r(−1) j

(
tj

2
− tj+2n(−1)2n

)
= 0.

Therefore,

|Sγ (xj )− γ (Sxj )|∞ = 0, ∀ j > 0.

But, by (7.3),

|xj+1 − Sxj |∞ = α j r2

1− r2
> 0, ∀ j > 0,

so |xj+1 − Sxj |∞ > |Sγ (xj ) − γ (Sxj )|∞ for all j , even though |�xj |∞ → 0. Hence,
Lemma 5.5 is not true when γ is Lipschitz.

Finally, the last statement of Theorem 5.8 breaks down for Lipschitz curves. By (7.4),

N (xj ) ≥ (�xj )0

(�xj )−1
= (2α) j ,

which blows up if we pick α > 1
2 .

8. Open Questions

The work in this paper was motivated by the application of normal meshes in surface
representation and compression. In [13] it was noted numerically that normal meshes are
stable, yield smooth parametrization, and allow for superior compression. In this paper
these observations were proven theoretically for curves. More work needs to be done
for the case of surfaces. For fairly smooth surfaces, C1 and beyond, we expect many of
the results of this paper to carry through. However, the more interesting question is how
normal meshes work for less smooth spaces, particularly spaces that are used to model
natural images such as BV, and the Besov space B1

1,1.
So far normal meshes have only involved interpolating subdivision schemes. It is well

known that both in the curve and the surface case, noninterpolating or approximating,
subdivision schemes not only yield smoother functions for a fixed support, but also
result in fewer oscillations or more “fair” limit functions. Therefore, noninterpolating
schemes are preferred in practice. Interesting open problems are the construction of
normal multiresolution for noninterpolating subdivision and the use of the approximating
subdivision machinery in this paper to study its properties.

After finishing this paper we learned of the work of Jansen et al. [12]. They use
normal meshes to approximate piecewise continuous height fields and observe that nor-
mal meshes have the capability to adaptively approximate the jump in a way similar to
wedgelets and curvelets. They conjecture that for the class of so-called “Horizon images”
normal meshes converge as N−1 instead of the regular wavelet rate of N−0.5. They show
that for piecewise continuous functions, the average L2 decay is even N−1.26 again com-
pared to N−0.5 for regular wavelets. This shows that to study normal multiresolution,
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the class of piecewise continuous functions may be more appropriate than the larger
Lipschitz class we considered.

Appendix A. Weak Contractivity of S4

It is clear that S2 is weakly contractive with bound R = ∞. In this appendix we show that
any convex combination of S2 and S4 is also weakly contractive with a bound in the range
R ∈ [3+ 2

√
2,∞). This result, as well as an outline of the proof, was communicated to

us by van Damme [19].

Proposition A.1. The subdivision scheme

Sw = (1− w)S2 + wS4, 0 < w ≤ 1,

is weakly contractive with bound

R = 4

w

(
1+

√
1− w

2

)
− 1.(A.1)

Proof. As in Section 5 let x denote the initial level and x̃ the level after one refinement,
so that x̃ = Swx. Moreover, let ν = N (x). Finally, we set

v
 := w

8
((�x)
+1 − (�x)
−1).

We then need to show that if ν ≤ R, then x̃ is strictly increasing and

max

(
(�x̃)k
(�x̃)k+1

,
(�x̃)k+1

(�x̃)k

)
≤ ν, ∀ k.(A.2)

To show that x̃ is strictly increasing, we start by estimating v
 in terms of (�x)
,

|v
| = (�x)

w

8

∣∣∣∣ (�x)
−1

(�x)

− (�x)
+1

(�x)


∣∣∣∣ ≤ (�x)

w

8

(
ν − 1

ν

)

= (�x)

w

8

(ν − 1)(ν + 1)2

(ν + 1)ν
≤ (�x)


ν − 1

ν + 1

(R + 1)2

R

w

8
.

The last step follows since (x + 1)2/x is increasing on [1,∞). We note, moreover, that

(R + 1)2 = 16

w2

(
1+

√
1− w

2

)2

= 16

w2

(
2− w

2
+ 2

√
1− w

2

)
= 8

w
R,(A.3)

so

|v
| ≤ (�x)

ν − 1

ν + 1
.(A.4)
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Now let 
 = �k/2�. We have, from (A.4),

2(�x̃)k = (S[1]
w �x)k = (�x)
 + w

8

{
(�x)
−1 − (�x)
+1, k = 2
,

−(�x)
−1 + (�x)
+1, k = 2
+ 1,

≥ (�x)
 − |v
| ≥ (�x)


(
1− ν − 1

ν + 1

)
= 2(�x)


ν + 1
> 0.

This shows that x̃ is strictly increasing.
Suppose now that k = 2
. Then, again by (A.4),

max

(
(�x̃)2

(�x̃)2
+1

,
(�x̃)2
+1

(�x̃)2


)
= max

(
(S[1]
w �x)2


(S[1]
w �x)2
+1

,
(S[1]
w �x)2
+1

(S[1]
w �x)2


)

= max

(
(�x)
 − v

(�x)
 + v
 ,

(�x)
 + v

(�x)
 − v


)

= (�x)
 + |v
|
(�x)
 − |v
| ≤

1+ ν − 1

ν + 1

1− ν − 1

ν + 1

= ν,

proving (A.2) for k even. Suppose next that k = 2
+ 1. Then

max

(
(�x̃)2
+1

(�x̃)2
+2
,
(�x̃)2
+2

(�x̃)2
+1

)
= max

(
(S[1]
w �x)2
+1

(S[1]
w �x)2
+2

,
(S[1]
w �x)2
+2

(S[1]
w �x)2
+1

)

= max

(
(�x)
 + v


(�x)
+1 − v
+1
,
(�x)
+1 − v
+1

(�x)
 + v


)
.

Moreover,

νv
 + v
+1 = w

8
(−ν(�x)
−1 + ν(�x)
+1 − (�x)
 + (�x)
+2)

≥ w

8
(−ν2(�x)
 + ν(�x)
+1 − (�x)
 + (�x)
+1/ν)

= −w
8

(
ν + 1

ν

)
(ν(�x)
 − (�x)
+1),

and

v
 + νv
+1 = w

8
(−(�x)
−1 + (�x)
+1 − ν(�x)
 + ν(�x)
+2)

≤ w

8
(−(�x)
/ν + (�x)
+1 − ν(�x)
 + ν2(�x)
+1)

= w

8

(
ν + 1

ν

)
(ν(�x)
+1 − (�x)
).

Since x + 1/x is increasing on [1,∞) we get, from (A.3),

w

8

(
ν + 1

ν

)
≤ w

8

(
R + 1

R

)
≤ 1,
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and, therefore,

max

(
(�x̃)2
+1

(�x̃)2
+2
,
(�x̃)2
+2

(�x̃)2
+1

)

= max

(
v
 + νv
+1 + (�x)
 − νv
+1

(�x)
+1 − v
+1
,
−(νv
 + v
+1)+ (�x)
+1 + νv


(�x)
 + v


)

≤ max

(
ν(�x)
+1 − νv
+1

(�x)
+1 − v
+1
,
ν(�x)
 + νv

(�x)
 + v


)
= ν.

This shows (A.2) for k odd and thereby the whole proposition.
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