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Abstract While a number of increasingly sophisticated numerical methods have
been developed for time-dependent problems in electromagnetics, the Yee scheme is
still widely used in the applied fields, mainly due to its simplicity and computational
efficiency. A fundamental drawback of the method is the use ofstaircase boundary
approximations, giving inconsistent results. Usually experience of numerical experi-
ments provides guidance of the impact of these errors on the final simulation result. In
this paper, we derive exact discrete solutions to the Yee scheme close to the staircase
approximated boundary, enabling a detailed theoretical study of the amplitude, phase
and frequency errors created. Furthermore, we show how evanescent waves of ampli-
tudeO(1) occur along the boundary. These characterize the inconsistencies observed
in electromagnetic simulations and the locality of the waves explain why, in practice,
the Yee scheme works as well as it does. The analysis is supported by detailed proofs
and numerical examples.
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1 Introduction

One of the more popular methods for numerically solving wavepropagation prob-
lems is the Yee scheme, also sometimes referred to as the Finite-Difference Time-
Domain (FDTD) method. Originally devised for Maxwell’s equations in electromag-
netics [18], it has since also found many uses in acoustic simulations [1,11,15]. It
is a simple algorithm based on compact centered finite difference approximations on
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a uniform staggered grid. The scheme is explicit, making it highly efficient, as well
as having a small memory footprint since the field values are not stored on all dis-
cretization points. A drawback of this approach is that boundaries not aligned with
the grid are difficult to model, and hence are usually approximated by staircasing.
Not only is this a poor approach, it is inconsistent [16]. Hence, in general the scheme
will produceO(1) errors. Despite this, it is still common in applications, due to its
simplicity.

Previous work on the analysis of the numerical errors causedby staircase ap-
proximations include the oft-cited paper by Cangellaris and Wright [2], where they
show that staircasing of a boundary withπ/4 inclination compared to the grid admit
surface waves. Holland [8] shows numerically the large errors generated in practi-
cal problems. The issue is also discussed in a number of publications regarding the
development of more accurate boundary approximations [4,7,9,14,17].

Since staircase approximations of boundaries are still common in applications, a
more detailed theoretical understanding is worthwhile rather then to rely on numerical
experiments. In this paper we study a two-dimensional modelproblem for numeri-
cal solution of electromagnetic waves by the classical Yee scheme with a boundary
approximated by staircasing. This model problem includes boundaries of all rational
inclinations.

Despite the fact that the most popular use of the Yee scheme isin electromag-
netics, we shall instead use the acoustic wave equation formulation, as this gives a
simpler notation. We will mainly focus on perfect electric conductor (PEC) bound-
aries for both the TM and TE modes of Maxwell’s equations. These correspond to
stress release and perfectly rigid boundaries in acoustics.

In two dimensions the acoustic equations are given by

pt = a(ux +vy), ut = bpx, vt = bpy, (1.1)

where p denotes the pressure andu,v are thex- and y-components of the veloc-
ity field. We will assume thata andb are constant. We also introduce the velocity
c =

√
ab. The equations (1.1) are equivalent to the two-dimensionaltransverse mag-

netic (TM) and transverse electric (TE) vacuum modes of Maxwell’s equations under
the set of substitutionsp = Ez, u = Hy, v = −Hx and p = Hz, u = −Ey, v = −Ex,
respectively, together witha = 1/ε, b = 1/µ . Note that in three dimensions there is
no such equivalence.

We will consider (1.1) set in a semi infinite open domainΩ = {(x,y) ∈ R2 :
y > αx}, where 0< α < 1. On the boundaryΓ = {(x,y) ∈ R2 : y = αx}, we will
prescribe boundary conditions. We consider homogeneous Dirichlet conditions both
in the formp = 0, referred to assoft boundaries, andn̂ · (u,v) = 0, referred to ashard
boundaries, wheren̂ ⊥ (1,α) is the unit normal vector. These two forms of boundary
conditions correspond to PEC boundaries for the TM and TE mode, respectively, in
two-dimensional electromagnetics. The equations are complemented with initial data
for p, u andv.

In the analysis we will restrict ourselves torational slopesα which lie between
zero and one, i.e., we writeα = µ/ν, whereµ andν are two positive, relatively
prime integers with 0< µ < ν. The casesα = 0 andα = 1 are quite special, since
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the staircase approximation of the boundary becomes of higher order than in the other
cases [16]. The errors in the Yee scheme are then much more benign, see Remark 4.1.

Our aim is to analyze the errors generated in staircase approximations by deriving
exact discrete modal solutions. As far as the authors know, for staircase boundaries
this has not been done before.

A number of boundary modeling techniques have been created to improve the ac-
curacy of the Yee scheme for curved boundaries without introducing non-orthogonal
coordinates or unstructured grids. One of the earliest is the contour-path FDTD method
(CP-FDTD) [9], which in its initial form was plagued by late-time instabilities, regar-
dles of the timestep used [10]. This can be fixed by e.g. addinga term to the update
equations [12]. Later another scheme was introduced by Dey and Mittra [3], usually
dubbed locally conformal FDTD (CFDTD), which is much simpler. This class of
methods involve weighting the update stencil according to the fraction of the sides
of the unit cube which are inside the domain. See [13] for an overview. Another
approach is to remove the highest order term in the Taylor expansion of the local
truncation error [16,5,6]. A big motivation for studying the boundary errors in de-
tail in this paper is to give further insights and hopefully open the door to additional
improvements to the above techniques.

Note that, although commonly used to analyze numerical stability, we here use
the modal solutions to study the typical errors in the Yee scheme. That the Yee scheme
is stable for a staircase boundary is already known, see e.g.[5].

Our main results of the analysis is that away from boundariesthe total error is
dominated by a first order error stemming from an error in the effective (discrete)
reflection coefficient of the staircased boundary. Close to the boundaries, on the other
hand, anO(1) error is present. It comes from evanescent waves that concentrate on
the boundary, but die off exponentially with the number of grid points away from the
boundary. Hence, theO(1) errors produced by the inconsistent discretization will be
localized at the boundary. Our conclusion is that this explains why, in practice, the
Yee scheme works as well as it does. We note also that the convergence rate inL2

norm is formally reduced toO(
√

h) due to the large errors at the boundary.

While the model problem might at first seem oversimplified, weargue that asymp-
totically it is still applicable to general boundaries and domains, since the critical ef-
fect of the boundary on the accuracy is independent of the grid sizeh. We also show
a numerical example with a more general domain where we see that the numerical
results are consistent with the conclusions of the analysis.

The article is organized as follows. After stating the Yee scheme in Section 2,
we derive the necessary conditions for modal solutions in Section 3, giving explicit
expressions first for soft boundaries, and then hard boundaries. We then proceed to
analyze the accuracy by looking at the asymptotic behavior at fine discretizations in
Section 4. In Section 5 we collect the proofs of the analysis.We finish by verifying
the analysis with numerical tests in Section 6.
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2 The Yee scheme

We introduce the Yee staggered grid as follows. Letxm = mh, y j = jh andtn = n∆ t,
whereh is the grid spacing and∆ t is the time step. Denote byIm j the Yee cell
[xm,xm+1]× [y j ,y j+1]. The unknowns are approximated in different spatial locations
in the cell:u, v on the cell boundary andp in the center of the cell. Moreover,p is
approximated half a time step off fromu andv. More precisely,

p
n+ 1

2

m+ 1
2 , j+ 1

2
≈ p(tn + ∆ t/2,xm+h/2,y j +h/2),

un
m, j+ 1

2
≈ u(tn,xm,y j +h/2), vn

m+ 1
2 , j

≈ v(tn,xm+h/2,y j).

Discretizing (1.1) on this staggered grid gives the Yee scheme, which for interior cells
reads

p
n+ 1

2

m+ 1
2 , j+ 1

2
= p

n− 1
2

m+ 1
2 , j+ 1

2
+aλ

(

un
m+1, j+ 1

2
−un

m, j+ 1
2
+vn

m+ 1
2 , j+1

−vn
m+ 1

2 , j

)

, (2.1)

un+1
m, j+ 1

2
= un

m, j+ 1
2
+bλ

(

p
n+ 1

2

m+ 1
2 , j+ 1

2
− p

n+ 1
2

m− 1
2 , j+ 1

2

)

, (2.2)

vn+1
m+ 1

2 , j
= vn

m+ 1
2 , j

+bλ
(

p
n+ 1

2

m+ 1
2 , j+ 1

2
− p

n+ 1
2

m+ 1
2 , j− 1

2

)

, (2.3)

whereλ = ∆ t/h.
The boundary is approximated by staircasing where the boundary cells are those

whose centers are just inside the domain, i.e. the set of boundary cellsΓC is defined
asΓC =

{

Im j : α(xm+h/2)≤ y j < α(xm+h/2)+h
}

.
We furthermore define the indices for these cells as(m, jm) so that

ΓC =
⋃

m

Im, jm, jm = ⌈(m+1/2)α −1/2⌉. (2.4)

The boundary cells are illustrated in Fig. 2.1. We note also that sinceα = µ/ν the
indices satisfy

jm+ν = jm+ µ . (2.5)

The discretization in the boundary cells depends on the typeof boundary conditions
chosen. For all cases we consider, the stencil is only altered in the boundary cells, not
in any other cells. The precise discretization will be detailed later on.

3 Modal solutions of the Yee scheme

The aim is to study the behavior of numerical solutions of (2.1), (2.2) and (2.3) around
staircase approximations of boundaries in the Yee scheme. To this end we want to find
exact discrete modal solutions for a given time frequencyω .
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Fig. 2.1 Illustrating the boundary cells. The cells marked by squares are the boundary cellsΓC and thus
are adjacent to the staircased boundary.

3.1 Continuous case

To motivate our derivation of the discrete modes we considerfirst the continuous
case. We fix a time frequencyω and seek solutions of the form

w̄(t,x,y) :=





p(t,x,y)
u(t,x,y)
v(t,x,y)



= eiωt





P̄(x,y)
Ū(x,y)
V̄(x,y)



=: eiωtW̄(x,y),

whereW̄(x,y) is the modal solution. This corresponds to the frequency space solu-
tions given by Helmholtz equation. We can also think ofW̄ as the Fourier transform
in time of w̄(t,x,y) at ω . Propagating modes are given by sums of exponentials,

W̄(x,y) = w̄ineikxx+ikyy + β w̄refe
ik′xx+ik′yy, (3.1)

where (recallc2 = ab)

w̄in =





1
bkx/ω
bky/ω



, w̄ref =





1
bk′x/ω
bk′y/ω



,

which represents an incoming and a reflected wave. The wave numberskx, ky, k′x and
k′y should satisfy the dispersion relation

c2(k2
x +k2

y) = c2(k′x
2
+k′y

2
) = ω2, (3.2)
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and the exponentials should be equal when evaluated on the boundary,

kx + αky = k′x + αk′y mod 2π . (3.3)

The value ofβ is determined by the chosen boundary condition. For soft boundaries
β =−1 and for hard boundariesβ = 1. We note that these modes can be parametrized
by the temporal frequencyω and the value ofK = kx+αky, which corresponds to the
angle of incidence with the boundary. The same turns out to betrue for the discrete
modes. For these parameters we assume that there is a real parameterη > 0 such that

|K| ≤ η
|ω |√
1+ α2

, |ω | ≥ η , (3.4)

which essentially means that we only consider waves hittingthe boundary at an angle.
These conditions also mean that (3.2)–(3.3) has two distinct solutions.

Remark 3.1There are also non-propagating modal solutions with zeroω . These cor-
respond to the non-zero rotational part of the solution, which is stationary. They are
of the form

W̄(x,y) = w̄state
ikxx+ikyy, w̄stat=





0
−ky

kx



,

For soft boundaries all such modes are valid. For hard boundaries they are restricted
to the casekx + αky = 0.

3.2 Admissible discrete modes

As in the continuous case we fix a temporal frequencyω and seek a discrete modal
solutionW such that

wn
m, j :=





pn
m, j

un
m, j

vn
m, j



= eiωn∆ tW(m, j) := eiωn∆ t





P(m, j)
U(m, j)
V(m, j)



.

The modal solutions will be parameterized byω and a valueK, which corresponds
to the angle of incidence with the boundary, as above. Note that in this definition the
discrete solution can be evaluated at any real values of(m, j); in the Yee scheme only
certain discrete values are used, and they are different forP, U andV.

To find admissible discrete modal solutions we will first consider the free space
case and find what restrictions are imposed. Motivated by thecontinuous case we
look for a solution of the form

W(m, j) := ŵE(m, j), ŵ =





p̂
û
v̂



, E(m, j) = eikxmh+iky jh,

where(kx,ky) are unknown wave numbers. For the actual grid functions usedin the
scheme, this means
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p
n+ 1

2

m+ 1
2 , j+ 1

2
= eiω(n+ 1

2 )∆ t p̂E(m+1/2, j +1/2),

un+1
m, j+ 1

2
= eiω(n+1)∆ t ûE(m, j +1/2),

vn+1
m+ 1

2 , j
= eiω(n+1)∆ t v̂E(m+1/2, j).

Then for the time derivative

eiω(n+1)∆ t −eiωn∆ t

∆ t
= i

sin(ω∆ t/2)

∆ t/2
eiω(n+ 1

2)∆ t =: iω̃(∆ t)eiω(n+ 1
2 )∆ t ,

where tilde (˜) denotes the mapping

x̃(y) =
sinxy/2

y/2
. (3.5)

Similarly for the space derivatives,

E(m+1, j)−E(m, j)
h

= ik̃x(h)E (m+1/2, j),

E(m, j +1)−E(m, j)
h

= ik̃y(h)E (m, j +1/2).

Entering this into the scheme (2.1)–(2.3) we obtain

iω̃ p̂E(m+1/2, j +1/2)eiωn∆ t = ia
(

k̃xû+ k̃yv̂
)

E (m+1/2, j +1/2)eiωn∆ t ,

iω̃ ûE(m, j +1/2)eiω(n+ 1
2 )∆ t = ibk̃xp̂E(m, j +1/2)eiω(n+ 1

2 )∆ t ,

iω̃ v̂E(m+1/2, j)eiω(n+ 1
2 )∆ t = ibk̃yp̂E(m+1/2, j)eiω(n+ 1

2 )∆ t ,

which simplifies to the linear equations for ˆp, û andv̂,

ω̃ p̂ = a
(

k̃xû+ k̃yv̂
)

, ω̃ û = bk̃xp̂, ω̃ v̂ = bk̃yp̂.

We have a nontrivial solution when the system matrix of theseequations is singular,
that is when

det





ω̃ −ak̃x −ak̃y

−bk̃x ω̃ 0
−bk̃y 0 ω̃



= ω̃
(

c2(k̃2
x + k̃2

y)− ω̃2)= 0.

Whenω̃ 6= 0 we have propagating modes and the null space is spanned by the vector

ŵ =





1
bk̃x/ω̃
bk̃y/ω̃



.

The correspondingW can be written as

W(m, j) =





1
bk̃x/ω̃
bk̃y/ω̃



E(m, j).
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Based on the analysis above we will call a discrete propagating modal solution of this
typeadmissiblefor ω andK if (kx,ky) satisfy the discrete dispersion relation

c2(k̃2
x + k̃2

y) = ω̃2, (3.6)

and the boundary relation

kx + αky = K mod
2π
h

. (3.7)

We will also simply say that(kx,ky) are admissible for the real numbersω andK if
(3.6) and (3.7) hold. Note that (3.6) can be expanded to

c2λ 2
(

sin2 hkx

2
+sin2 hky

2

)

= sin2 ω∆ t
2

, λ =
∆ t
h

.

Since the solution does not change if we add an integer multiple 2π/h to the real part
of kx or ky we will further assume that

0≤ Rekx <
2π
h

, 0≤ Reky <
2π
h

. (3.8)

In Section 5, Theorem 5.1, we shall see that the system (3.6) and (3.7) always has 2ν
solutions when(kx,ky) are restricted to this set. Moreover, for small enoughh there
areν −1 solutions with a negative imaginary part inkx or ky, which corresponds to
exponentially growing waves. These we discard. We denote the remaining solutions
by (kr

x,k
r
y), r = 0, . . . ,ν.

With this we are now ready to consider some explicit forms of staircasing.

3.3 Soft boundaries

First we consider homogeneous Dirichlet conditions in thep variable, which are
sometimes referred to as soft or stress release boundaries in the acoustic commu-
nity. In electromagnetics they correspond to PEC boundaries for the TM mode. Thus
the boundary condition in the continuous case is given byp(t,x,y) = 0,y= αx, x∈R.
The corresponding numerical boundary condition is

p
n+ 1

2

m+ 1
2 , jm+ 1

2
= 0, ∀m∈ Z.

We will derive modal solutions which satisfy this for a fixed pair ω andK. As men-
tioned in the previous section there areν + 1 admissible pairs(kr

x,k
r
y) which satisfy

(3.6) and (3.7) and are bounded, for each choice ofω andK, whenh is small enough.
We denote theP part of these modes byPr(m, j) = eikr

xmh+ikr
y jh, r = 0, . . . ,ν. From

these we take a linear combination and set

P(m, j) =
ν

∑
r=0

αrPr(m, j),
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Fig. 3.1 Staircasing of soft boundaries andµ = 2,ν = 5. The boundary is defined by the pressure points
at
(

1
2 , 1

2

)

,
(

3
2 , 3

2

)

,
(

5
2 , 3

2

)

,
(

7
2 , 3

2

)

,
(

9
2 , 5

2

)

.

whereαr are to be determined such that

P

(

m+
1
2
, jm+

1
2

)

= e−iω(n+ 1
2 )∆ t p

n+ 1
2

m+ 1
2 , jm+ 1

2
= 0, ∀m∈ Z.

Let us now define the offsetsδm+ 1
2

between the exact boundary and the staircase

approximation at these points,δm+ 1
2

= jm + 1/2−α (m+1/2). See Fig. 3.1. Then

0≤ δm+ 1
2

< 1 andδm+ν+ 1
2

= δm+ 1
2

by the definition ofjm in (2.4) and by (2.5). We
obtain

P

(

m+
1
2
, jm+

1
2

)

=
ν

∑
r=0

αre
ikr

x(m+ 1
2)h+ikr

y( jm+ 1
2)h

=
ν

∑
r=0

αre
i(kr

x+αkr
y)(m+ 1

2)h+ikr
yδ

m+ 1
2

h

= eiK(m+ 1
2)h

ν

∑
r=0

αre
ikr

yδ
m+ 1

2
h
.

We note that the function within the sum isν-periodic inm and it is therefore suffi-
cient to enforce the zero condition form= 0, . . . ,ν −1. To further simplify, we note
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thatδm+ 1
2
ν = ( jm+1/2−α (m+1/2))ν = jmν −mµ +(ν −µ)/2 := dm+ d̄, where

dm = jmν −mµ +

⌊

ν − µ
2

⌋

∈ N, d̄ =

{

ν − µ
2

}

. (3.9)

Here{x} denotes the fractional part ofx. Note thatd̄ is independent ofm. Thus if we
definezr := exp

(

ikr
yh/ν

)

, we get the condition

P

(

m+
1
2
, jm+

1
2

)

= eiK(m+ 1
2)h

ν

∑
r=0

αrz
dm+d̄
r = 0, m= 0, . . . ,ν −1.

We can write this in matrix form asAα = 0, where

A = ZS∈ C
ν×(ν+1), α = (α0, . . . ,αν )T ∈ C

ν+1, (3.10)

and

Z =







zd0
0 · · · zd0

ν
...

. . .
...

zdν−1
0 · · · zdν−1

ν






∈ C

ν×(ν+1). (3.11)

S= diag(zd̄
0, . . . ,z

d̄
ν ) ∈ C

(ν+1)×(ν+1), (3.12)

The coefficientsα are thus given by first finding a vector in the null space ofZ and
then scaling it by the nonsingular diagonal matrixS−1.

From these coefficientsα we thus have the full modal solution as

W (m, j) =
ν

∑
r=0

αr ŵrEr(m, j), (3.13)

where

Er(m, j) = eikr
xmh+ikr

y jh, ŵr =





1
bk̃r

x/ω̃
bk̃r

y/ω̃



 .

In Theorem 5.1 it is proved that the null space ofA is one-dimensional, and that
we can always obtain a unique (up to normalization) non-trivial solutionα bounded
in h.

3.4 Hard boundaries

Next we consider another common type of boundary conditions, which is homoge-
neous Dirichlet conditions for the normal component of the velocity field,n̂ · (u,v) =
0, fory= αx, x∈ R. In the acoustics community this is sometimes referred to ashard
boundaries, and it is equivalent to PEC boundaries for the TEmode in electromag-
netics.

In the discretization we use the same boundary cells (2.4) asin the case of soft
boundaries. However, the boundary cells are divided into two sets according to

Ωcr = {m : jm+1 = jm+1} , Ωhz = {m : jm+1 = jm} , (3.14)
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p = u = v =

(Inside)

(Outside)
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0
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y/h

Fig. 3.2 Staircasing of hard boundaries forµ = 2, ν = 5. In the case shown, the boundary cells centered at
x/h = 1/2,7/2 are corner cells, in that the boundary occur along bothu andv. In the cells centered around
x/h = 3/2,5/2,9/2, the boundary only occurs alongv.

whereΩcr refers to the corner cells with two faces adjacent to the boundary, and
Ωhz the remaining cells. See Fig. 3.2 for an illustration. Then the staircase boundary
condition is enforced by

um+1, jm+ 1
2
−vm+ 1

2 , jm
= 0, ∀m∈ Ωcr (3.15)

vm+ 1
2 , jm

= 0, ∀m∈ Ωhz. (3.16)

Again we look for modal solutions satisfying this for a fixed pair ω andK. Thus,
using the wave numbers defined by (3.6)–(3.7) we denote theU andV part of these
modes by

Ur(m, j) =
bk̃r

x

ω
eikr

xmh+ikr
y jh, Vr(m, j) =

bk̃r
y

ω
eikr

xmh+ikr
y jh,

for r = 0, . . . ,ν. If we evaluate these expressions on the boundary points, then they
reduce to

ω
b

Ur(m+1, jm+ 1
2) = k̃r

xe
ikr

x(m+1)h+ikr
y( jm+ 1

2)h

= k̃r
xe

ikr
x(m+1)h+ikr

y

(

δ
m+ 1

2
+α(m+ 1

2)
)

h

= k̃r
xe

iK(m+ 1
2)e

ikr
xh/2+ikr

yδ
m+ 1

2
h

(3.17)



12 Jon Häggblad, Olof Runborg

ω
b

Vr(m+ 1
2, jm) = k̃r

ye
ikr

x(m+ 1
2)h+ikr

y jmh

= k̃r
ye

ikr
x(m+ 1

2)h+ikr
y

(

δ
m+ 1

2
− 1

2+α(m+ 1
2)
)

h

= k̃r
ye

iK(m+ 1
2)e

ikr
y

(

δ
m+ 1

2
− 1

2

)

h
. (3.18)

Recalling thatzr := exp
(

ikr
yh/ν

)

andzdm+d̄
r = exp

(

ikr
yδm+ 1

2
h
)

, we can now write the
linear combination of (3.17) and (3.18) as

ω
b

U(m+1, jm+ 1
2) = eiK(m+ 1

2)h
ν

∑
r=0

αr k̃
r
xe

ikr
xh/2zdm+d̄

r ,

ω
b

V(m+ 1
2, jm) = eiK(m+ 1

2)h
ν

∑
r=0

αr k̃
r
ye

−ikr
yh/2zdm+d̄

r .

From these expressions we can formulate the discrete boundary conditions (3.15)–
(3.16) as

ν

∑
r=0

αr

(

k̃r
xe

ikr
xh/2− k̃r

ye
−ikr

yh/2
)

zdm+d̄
r = 0, ∀m∈ Ωcr, (3.19)

ν

∑
r=0

αr k̃
r
ye

−ikr
yh/2zdm+d̄

r = 0, ∀m∈ Ωhz. (3.20)

Thus since these expressions areν-periodic inm, we only need to satisfy the zero
conditions form= 0, . . . ,ν−1. We also point out that there areµ number of equations
(3.19), andν −µ number of equations (3.20). We can write (3.19)–(3.20) as a linear
systemAα = 0, with

A =
(

QZK(k̃x)+ZK(−k̃y)
)

S∈ C
ν×(ν+1), (3.21)

and where

K(k) = diag(k0eik0h/2, . . . ,kν eikν h/2) ∈ C
(ν+1)×(ν+1), k∈ C

ν+1,

andQ∈ C
ν×ν is the diagonal matrix with

(Q)mm=

{

1 m∈ Ωcr,

0 m /∈ Ωcr.

In Theorem 5.1 we prove that(kr
x,k

r
y) ∼ 1/h, for r ≥ 2. Therefore we rescale the

K matrices asK′ = KD, whereD = diag(1,1,h, . . . ,h). Then by using (3.5) we see
that the (diagonal) elements inK′(kx) andK′(−ky) for r ≥ 2 are given by,

hk̃r
xe

ikr
xh/2 = i(1−wz−µ

r ),

−hk̃r
ye

−ikr
yh/2 = i(1−z−ν

r ),

respectively, wherew := eiKh, and we usekr
x = K−αkr

y.
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As in the previous case, the full modal solution is then givenby

W (m, j) =
ν

∑
r=0

αr ŵrEr(m, j). (3.22)

Remark 3.2Unlike the situation with soft boundaries, there could potentially be sit-
uations where (3.21) is singular. In particular, consider the case whenν = µ = 1,
giving the angleα = 1, together with incoming waves along the boundary. For this
case thenA→ (0,0) whenh→ 0, which falls outside the theory covered here. This
case is, however, considered in [2].

4 Error estimates

In computations involving the Yee scheme,O(1) errors are sometimes observed
around boundaries [16]. The aim here is to give precise expressions for the errors
in the discrete modal solutions compared to the continuous modal solutions, i.e.

error= W(m, j)− W̄(mh, jh),

for a givenω andK. The wave vectors for the continuous modes are denoted by
k̄ = (k̄x, k̄y), k̄′ = (k̄′x, k̄

′
y), and the admissible waves bykr = (kr

x,k
r
y). To normalize

the modes in the same way we always letα0 = 1 in the discrete modal expressions,
(3.13), (3.22). We can then divide the error as follows

error=
ν

∑
r=0

αr ŵre
ikr

xmh+ikr
y jh − w̄ineik̄xmh+ik̄y jh + w̄refe

ik̄′xmh+ik̄′y jh

= Ein +Eref +Ephase+Eeva,

where

Ein = ŵ0eik0
xmh+ik0

y jh − w̄ineik̄xmh+ik̄y jh,

Eref = −ŵ1eik1
xmh+ik1

y jh + w̄refe
ik̄′xmh+ik̄′y jh,

Ephase= (α1 +1)ŵ1e
ik1

xmh+ik1
y jh,

Eeva=
ν

∑
r=2

αrŵre
ikr

xmh+ikr
y jh.

The first two terms are the error in the free space wave propagation. The third term
is the error in the reflection coefficient of the approximate boundary, which adds an
extra phase factor. The fourth term is the error from the evanescent waves which
concentrate on the boundary.

These errors can be explained by using Theorem 5.1 in Section5. For the free
space propagation error we use the result thatk0(h)− k̄ = O(h2). Then

|Ein| ≤ |ŵ0− w̄in|+ |w̄in|
∣

∣

∣eik0
xmh+ik0

y jh −eik̄xmh+ik̄y jh
∣

∣

∣

=
b
ω

∣

∣

∣

ω
ω̃

k̃0(h)− k̄
∣

∣

∣+ |w̄in|
∣

∣

∣ei(k0(h)−k̄)·(mh, jh)−1
∣

∣

∣≤Ch2,
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sinceω/ω̃ = 1+O(∆ t2). Precisely the same argument can be made forEref. Note that
the bars| · | here denote the point wise Euclidean norm inR3. Hence, the propagation
errors in Yee are second order, regardless of boundary conditions, as expected.

For the remaining errors we must consider the particular boundary conditions
separately. We find below in Sections 4.1 and 4.2 that for bothhard and soft bound-
aries the phase errorEphaseis of first order, while the evanescent wave errorEeva is of
zeroth order on the boundary but decays exponentially with the distance, measured
in grid points, away from the boundary. The total error is thereforeO(h) away from
boundaries, where it is dominated byEphase, andO(1) in the grid points close to the
boundary, where it is dominated byEeva. When measured inL2 norm, this implies
an error of sizeO(

√
h). We recall that the staircase discretization of the boundaries

is formally inconsistent and that, therefore,O(1) errors in general will appear. Our
conclusion here is that the localization of these errors at the boundaries explains why
the staircase discretization still works well for many problems in practice.

4.1 Soft boundaries

As derived in Section 3.3, the system of equations for the modal solutions when we
have soft boundaries isAα = ZSα = 0, whereA, SandZ are given in (3.10), (3.12)
and (3.11). We note first that by Theorem 5.1 the null space ofZ is one-dimensional so
the direction ofα is well-defined. To normalize it we fix the first componentα0 = 1.
Let α̃ = (α1, . . . ,αν )T be the remaining part ofα and similarly letZ̃, S̃be the parts
of Z andSwhere the first columns have been removed,

Z̃ =







zd0
1 · · · zd0

ν
...

. . .
...

zdν−1
1 · · · zdν−1

ν






, S̃= diag(zd̄

1, . . . ,z
d̄
ν ). (4.1)

Then

Z̃(h)S̃(h)α̃(h) = −z0(h)d̄







z0(h)d0

...
z0(h)dν−1






.

Defineα
′ = (−1,0, . . . ,0)T ∈ Rν . Then

Z̃(h)S̃(h)(α̃(h)−α
′) =







z1(h)d0+d̄ −z0(h)d0+d̄

...
z1(h)dν−1+d̄ −z0(h)dν−1+d̄






.

By Theorem 5.2 the roots satisfyz0(h) = 1+O(h) andz1(h) = 1+O(h). Hence, the
right hand side isO(h). By Theorem 5.1 the inverse of̃Z(h) is bounded for small
enoughh. Therefore,

∥

∥α̃−α
′∥
∥≤Ch. (4.2)
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With this estimate we can now consider the remaining errors.For the phase error we
have

|Ephase| =
∣

∣

∣(α1(h)+1)ŵ1e
ik1

xmh+ik1
y jh
∣

∣

∣≤Ch,

since (4.2) implies that|α1(h)+ 1| ≤ Ch and the remaing factors are bounded inh
due tok1(h) being bounded inh by Theorem 5.1.

The final error from the evanescent wavesEeva is a sum of terms of the form

αr ŵre
ikr

xmh+ikr
y jh = αr(h)





1
bk̃r

x(h)/ω̃
bk̃r

y(h)/ω̃



eikr
xmh+ikr

y jh.

By Theorem 5.1 there is anη > 0 such that Imkr
y(h) > η/h. Moreover, sinceK is

real in (3.7) we have Imkr
x(h) = −α Imkr

y(h). Hence,

|eikr
xmh+ikr

y jh| = e− Im(kr
xmh+kr

y jh) = e− Imkr
y(−αmh+ jh) < e−η( j−αm).

For the amplitude we note further that by (4.2) we have|αr(h)| ≤Ch and by (5.2) in
Theorem 5.1 we have|k̃r | < C/h. Therefore, we get different errors in thep and the
remaining components. More precisely, ifEeva= (Ep

eva,Eu
eva,E

v
eva)

T we get

|Ep
eva| = O(he−η( j−αm)), |Eu

eva| = |Ev
eva| = O(e−η( j−αm)). (4.3)

Note that j −αm is approximately equal to the distance in grid cells from thepoint
( j,m) to the boundary, in they-direction. The error from the evanescent waves thus
die off with the number of grid cells, not with the physical distance. They therefore
concentrate more and more at the boundaries at fine resolutions, but never go away.

Thus we see that we have three types of errors: Propagating errors Ein, Eout of
second orderO(h2), phase shift errorsEphaseof first orderO(h), as well as boundary
errorsEeva of zeroth orderO(e−η) for u,v, andO(h) for p. Close to the boundary
thenEeva dominates foru,v, elsewhere the phase errorEphase. This gives formally the
estimated effectiveL2 norms

‖Ep‖2 ≤

√

√

√

√

N

∑
m=1

(Ch)2h2 +
N2

∑
m=1

(Ch)2h2 =
√

C2h3 +C2h2 = O(h),

‖Eu,v‖2 ≤

√

√

√

√

N

∑
m=1

C2h2 +
N2

∑
m=1

(Ch)2h2 =
√

C2h+C2h2 = O(
√

h),

since there areO(N) = O(1/h) boundary cells in a computation on aN×N grid.

4.2 Hard boundaries

For hard boundaries the system isAα = 0, whereA is given by (3.21),

A =
(

QZK(k̃x)+ZK(−k̃y)
)

S=
(

QZK′(k̃x)+ZK′(−k̃y)
)

D−1S∈ C
ν×(ν+1),
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which is similar to (3.10), besides the extra scalings. Consider the factorA′ = QZK′(k̃x)+
ZK′(−k̃y). Summing the columns gives that

1TA′ = (c,−c,0, . . . ,0)T +O(h), (4.4)

wherec = µk0
x − νk0

y. To see this we first introduce the notation whereAr is therth
column ofA. Also, denotezr = Zr . Thus for the first two columns,r = 0,1,

(1TQZK′(kx))r = 1TQzrk
r
x(0)+O(h) = µkr

x(0)+O(h),

(1TZK′(−ky))r = 1Tzr(−kr
y(0))+O(h) = −νkr

x(0)+O(h),

sincezr(h) = 1+O(h), r = 0,1, and1TQ1 = µ . Thatµk0
x −νk0

y = −µk1
x + νk1

y fol-
lows from the boundary condition̂n · (u,v) = 0 for the continuous solution (3.1). For
the remaining columnsr = 2, . . . ,ν −1, then

(1TQZK′(kx))r =

(

∑
m∈Ωcr

zdm
r

)

i(1−wz−µ
r )

=

(

µ−1

∑
m=0

zm
r

)

i(1−wz−µ
r ) =

zµ
r −1

zr −1
i(1−wz−µ

r ),

(1TZK′(−ky))r =

(

ν−1

∑
m=0

zm
r

)

i(1−z−ν
r ) =

zν
r −1

zr −1
i(1−z−ν

r ).

Here we have used Lemma 5.8. Taking these two together gives,sincew = 1+O(h),

(1TA′)r =
iz−ν

r

zr −1
P(zr)+O(h) = O(h),

whereP is the polynomial (5.6). Hence (4.4) follows.
Thus we can expand the matrix equationAα = A′

α
′ = 0, whereα

′ = D−1Sα,
as1TA′

α
′ = α ′

0c−α ′
1c+ O(h) = 0, giving α ′

1 = 1+ O(h), since we normalize the
incoming wave toα0 = 1 andα ′

0 = 1. The unprimedα is given byα = S−1Dα
′, and

thusαr = O(h), r = 2, . . . ,ν.
The phase error then becomes

|Ephase| =
∣

∣

∣(α1(h)−1)ŵ1e
ik1

xmh+ik1
y jh
∣

∣

∣≤Ch.

Sinceαr ≤Ch, r = 2, . . . ,ν for the evanescent waves, the same arguments as for soft
boundaries hold and we get the bounds (4.3). In the end we obtain the same behavior
of the different errors as for soft boundaries.

Remark 4.1The casesα = 0 andα = 1 can be analyzed in simpler ways than with
the techniques used above. Still, our analysis, although restricted to the case 0<
α < 1, can give some insight also into the limiting casesα = 0,1. The basic second
order propagation errorsEin andEref are independent ofα and will also be present
for α = 0,1. However, theO(1) errorEeva = 0 disappears. The reason is that when
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α = 0,1, thenν = 1, µ = α and P(z) in (5.6) is just a second order polynomial
(α + 1)(z−1)2 with two roots. There are therefore only two admissible waves, k0

andk1, which correspond to the incoming and reflected waves, and noevanescent
waves. When it comes to theO(h) phase errorEphase, it may or may not be present.
It is easy to check thatdm = 0 whenα = 0,1. In the soft boundary case one then
getsZ̃ = 1 andα1(h) =−(z0(h)/z1(h))d̄. Sincez0(0) = z1(0) = 1, Lemma 5.7 shows
that z0(h)/z1(h) = 1+ O(h) and the phase errorEphase= O(|α1(h)+ 1|) is of size
O(h) unlessd̄ = 0, in which caseEphasevanishes. But sincedm = 0 andν = 1 we
haved̄ = δm+1/2, the offset between the grid cell center and the boundary. Hence, the
O(h) phase error disappears when all grid cell centers lie on the boundary. With the
convention we have used for boundary cellsΓC in (2.4) this happens whenα = 1 (then
δm+1/2 = 0) but not whenα = 0 (thenδm+1/2 = 1/2). Upon shifting the grid by half a
cell one would remove the phase error also for the caseα = 0. The argument for hard
boundaries is a bit more involved, but renders the same principal result, although in
this case our boundary cell convention leads to aO(h) phase error whenα = 1 and no
phase error whenα = 0, since the quantities involved in the boundary conditions, û, v̂,
are now evaluated on the edges of the boundary cells. In conclusion, whenα = 0,1
the basicO(h2) error remains. There is, however, noO(1) error from evanescent
waves and also noO(h) phase error if the quantities in the boundary conditions are
evaluated precisely on the boundary.

5 Analysis of the admissible wave numbers

We now prove the results we have referred to in the previous sections. The aim is to
show the following main theorem.

Theorem 5.1 Assumeν > µ are relatively prime and that0 < h≤ h0.

– There are2ν admissible waveskr with r = 0, . . . ,2ν −1, for all h0.
– For small enough h0 we can order{kr(h)} such that they are continuously differ-

entiable in h on(0,h0).
– For small enough h0 we can choose the r-indexing such that:

– For r ∈ {0,1} the wave vectorskr (h) are bounded on(0,h0) and

lim
h→0

k0(h) = k̄, and lim
h→0

k1(h) = k̄′,

which are the incoming and reflected waves in the continuous case (3.1).
Moreover, if(3.4)holds,

|k0(h)− k̄| ≤Ch2, |k1(h)− k̄′| ≤Ch2. (5.1)

– For 2≤ r ≤ ν, the imaginary part of kry(h) is positive and

Imkr
y(h) ≥C/h, |kr | ≤C/h, r = 2, . . . ,ν. (5.2)

– For ν +1≤ r ≤ 2ν, the imaginary part of kry(h) is negative.
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– For small enough h0 the null space of the matrix Z in(3.11)is one-
dimensional. The matrix̃Z in (4.1) is non-singular and its inverse is bounded in
[0,h0].

The first two waves have real-valued wave numbers and correspond to the incoming
and reflected waves. The ones with positive imaginary part are evanescent waves that
concentrate on the staircase boundary. The remaining waves, with negative imaginary
part, are non-physical waves which cannot exist in a boundedsolution.

The main steps in the proof are as follows:

1. Rewrite the admissibility conditions (3.6) and (3.7) as apolynomial equation of
order 2ν (Section 5.1).

2. Analyze the roots of this polynomial in the limith→ 0 (Theorem 5.2 in Section
5.2).

3. Use perturbation arguments to show that the roots are qualitatively the same also
for h small (Section 5.3, Lemma 5.7).

4. Use the properties of the roots and show their implications for the wave vectors
kr and the matricesZ, Z̃ (Section 5.3.1).

5.1 Preliminaries

The dispersion relation for the Yee scheme,ω̃2 = c2(k̃2
x + k̃2

y), c2 = ab, expands to

sin2 ω∆ t
2

= c2λ 2
(

sin2 hkx

2
+sin2 hky

2

)

, λ =
∆ t
h

. (5.3)

This equation together with the equation

kx + αky = K mod
2π
h

, (5.4)

defines the admissible wave numbers forω andK, as was seen in Section 3.2.
First we note that we can rewrite (5.3) as

coshkx +coshky =
1

c2λ 2 (cosω∆ t −1)+2.

Thus using (5.4) we get an equivalent equation

eih(K−αky) +e−ih(K−αky) +eihky +e−ihky = 4− 2
c2λ 2 (1−cosω∆ t)

to (5.3)–(5.4). This we can simplify by introducingw = eihK , z= eihky/ν , giving the
order 2ν polynomial equation

z2ν +
1
w

zν+µ −Rzν +wzν−µ +1 = 0, (5.5)

whereR := 4−2(1−cosω∆ t)/(c2λ 2). This gives us 2ν solutions, which we index
by r. We finally note that by (5.4),eikxh = eiKhe−ihkyα = wz−µ . Hence, if we pick
Rehky and Rehkx as the arguments in[0,2π) for zν andwz−µ respectively, we have
a solution that satisfies (5.3), (5.4) as well as (3.8). Moreover, eachz corresponds to
precisely one such pairkx andky.



Accuracy of staircase approximations in FD methods for wavepropagation 19

5.2 The limit equation

To study the asymptotics of these waves, we note thatw→ 1 andR→ 4 in the limit
h→ 0 and∆ t → 0, and thus the polynomial reduces to

P(z) := z2ν +zν+µ −4zν +zν−µ +1 = 0. (5.6)

For this equation we can show the following theorem.

Theorem 5.2 The polynomial(5.6), whereν > µ are relatively prime, has one dou-
ble root at z= 1. Its other roots are all distinct. Moreover, half of the remaining roots
have magnitude stricly less than one, and the other half havemagnitude stricly larger
than one.

The result follows from a sequence of lemmas in which we all make the assump-
tion thatν > µ are relatively prime.

Lemma 5.3 There are no positive real roots other than z= 1, which is a double root.
Whenν is odd there are no negative real roots.

Proof. First we observe that the polynomial is symmetric in the sense that ifz⋆ 6= 0
is a root, then so is 1/z⋆. This follows from the simple relationz2ν

⋆ P(1/z⋆) = P(z⋆).
The existence of a double rootz= 1 is established by taking the derivative, i.e.,

P(1) = 1+1−4+1+1= 0,

P′(1) = 2ν +(ν + µ)−4ν +(ν − µ) = 0,

which is not a higher order root since

P′′(1) = (ν + µ)2 +(ν − µ)2 > 0.

To show that this is the only real positive root, assumes∈R, s> 1. Thensµ +s−µ > 2
and

P(s) = s2ν +sν+µ −4sν +sν−µ +1 > s2ν −2sν +1 = (sν −1)2 > 0.

Hence there are no other roots fors> 1. Assume now thatν is odd. Then

P(−s) = (−s)2ν +(−s)ν+µ −4(−s)ν +(−s)ν−µ +1

= s2ν +sν((−1)ν+µsµ −4(−1)ν +(−1)ν−µs−µ)+1

= s2ν +sν(−(−1)µsµ +4− (−1)µs−µ)+1

= s2ν +sν(4− (−1)µ(sµ +s−µ))+1

> s2ν +sν(4−1−sµ)+1

> 3sν +1 > 0,

which means that there are no roots fors< −1. By symmetry of rootsz⋆, 1/z⋆ there
are therefore also no rootsswith 0< s< 1 and, ifν is odd, no roots with−1< s< 0.
Finally, whenν is odd,

P(−1) = 1− (−1)µ +4− (−1)µ +1 = 6−2(−1)µ 6= 0,
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which proves the lemma. ⊓⊔
Next we can prove thatP has no roots on the lines shooting out from the origin in

the complex plane, crossing roots ofzν +1 = 0.

Lemma 5.4 Let uj = eiα j andα j = 2π( j + 1/2)/ν. Then P(suj) 6= 0 for s≥ 0 and
0≤ j ≤ ν −1.

Proof. We first note thatP(0) = 1 6= 0 so we only need to considers > 0. Since
uν

j = −1 we get

ImP(suj) = Im
(

s2ν −sν(suj)
µ −4sν −sν(suj)

−µ +1
)

(5.7)

= −sν Im
(

(suj)
µ +(suj)

−µ).

If Im uµ
j 6= 0 this can only be zero if|(suj)

µ | = 1. Since|(suj)
µ | = sµ we must then

haves= 1, but

P(u j) = 1−uµ
j +4−u−µ

j +1 (5.8)

= 6−
(

uµ
j +u−µ

j

)

= 6−2Reuµ
j ≥ 6−2|uµ

j |4 > 0.

Hence,P(suj) 6= 0 for s≥ 0 if Im uµ
j 6= 0. On the other hand, if Imuµ

j = 0 then
exp(2π i ( j +1/2)µ/ν) ∈ R, or (2 j +1)µ/ν ∈ Z for somej = 0, . . . ,ν −1. Sinceµ
andν are relatively prime, the only possibility is 2j + 1 = ν, which corresponds to
u j = −1. But thenν is odd andz= 1 is the only real root according to Lemma 5.3;
P(suj) = P(−s) is therefore non-zero also for this case, which proves the lemma. ⊓⊔

For the next lemma we construct a pie-shaped region in the complex plane, bounded
by the lines

γ1 =
{

z= suj | 0≤ s≤ R
}

,

γ2 =
{

z= Reis | α j ≤ s≤ α j+1
}

,

γ3 =
{

z= suj+1 | 0≤ s≤ R
}

,

whereu j is defined as in Lemma 5.4. We can then show the following result.

Lemma 5.5 Let γ be the union of the curvesγ1, γ2 andγ3 defined above. If R is large
enough, there are precisely two roots of(5.6) insideγ.

Proof. We choseR strictly larger than the magnitude of all roots ofP. This means
that P(z) 6= 0 on γ2. It follows from Lemma 5.4 thatP(z) 6= 0 also onγ1 and γ2,
and hence on all ofγ. We can then use the argument principle, that for any closed
curveγ ⊂ C, and analytic functionf , with no zeros onγ, the change in argument in
P(z) asz traversesγ is equal to 2π times the number of zeros ofP(z) insideγ. First
considerγ1 and noting that argP(0) = arg1= 0. If Imu j = 0, thenP(z) is purely
real and there is no change in the argument. On the other hand,if Im u j 6= 0 then by
(5.7) the only zeros of ImP(suj) on γ1 are whens= 0 ors= 1. For both these points
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ReP > 0 by (5.8) and thereforeP never crosses the negative real axis. Settingv = uµ
j

and exploiting the fact thatuν
j = −1, we then get

argP(Ruj) = arctan
ImP(Ruj)

ReP(Ruj)

= arctan
−Rν Im [Rµv+R−µv−µ ]

R2ν +4Rν +1−Rν Re[Rµv+R−µv−µ ]

= arctanRµ−ν − Im [v+R−2µv−µ ]

1+4R−ν +R−2ν −Rµ−ν Re[v+R−µ−νv−µ ]

= arctanRµ−ν (−1+O(R−ν)
)

= O(Rµ−ν).

The same result also holds forγ3. Now considerγ2. For this case we havedz= iReisds
and

argP(Ruj)−argP
(

Ruj+1
)

=

∫

γ2

P′(z)
P(z)

dz= i
∫ α j+1

α j

P′ (Reis
)

P(Reis)
Reisds.

But the quotient reduces according to

zP′(z)
P(z)

=
2νz2ν +(µ + ν)zµ+ν −4νzν +(ν − µ)zν−µ

z2ν +zµ+ν −4zν +zν−µ +1
= 2ν +O(|z|µ−ν).

This means that we can simplify according to
∫

γ2

P′(z)
P(z)

dz= 2ν i
∫ α j+1

α j

ds+O(Rµ−ν) = 2ν i(α j+1−α j)+O(Rµ−ν).

The total change in the argument alongγ thus becomes∆ argP(z) = 4π i +O(Rµ−ν).
This is valid for allR large enough, so if we letR→ ∞ we can conclude that there are
precisely two roots insideγ. ⊓⊔

Finally we consider the unit circle and show the following lemma.

Lemma 5.6 There are no roots on the unit circle other than z= 1.

Proof.We have

P(eiθ ) = e2iθν +eiθ(µ+ν)−4eiθν +eiθ(ν−µ) +1

= e2iθν +2eiθν (cosθ µ −2)+1

=: P̃
(

eiθν ,µθ
)

,

whereP̃(z, θ̃ )= z2+2z(cosθ̃ −2)+1. Hence, ifP
(

eiθ)= 0, the polynomial̃P(z,θ µ)
with fixedθ µ has a unit root. This happens precisely when|cosθ µ −2| ≤ 1, i.e. only
whenθ µ = 2πn for some integern. But in that case cosθ µ −2 = −1 and the root
is one, 1= eiθν , giving θν = 2πm for some integerm. Sinceµ andν are relatively
prime it follows thatθ = 2πn′ for some integern′, so the only root with magnitude
one isz= 1. ⊓⊔

By the symmetry of rootsz∗ and 1/z∗ it now follows that the two roots in each
pie shaped region considered in Lemma 5.5 are different, except when the root is
one. Therefore their magnitudes are also strictly smaller than and larger than one,
respectively. This proves Theorem 5.2.
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5.3 Results for smallh

From the conclusions about the limiting equation (5.5) we can get results also for the
full equation (5.6) with smallh and∆ t by considering it as a perturbation. We letλ ,
ω andK be fixed. Then the roots of (5.5) only depend onh and we denote them by
zj(h). The following lemma shows that they are all first order perturbations inh.

Lemma 5.7 Assumeν > µ are relatively prime. For small enough h0 we can order
{zj(h)} such that each zj(h) is continuously differentiable in h on[0,h0) and zj(0)
are the roots of(5.6). Moreover,

|zj (h)−zj(0)| ≤Ch, ∀h∈ [0,h0), (5.9)

where C is independent of h and j.

Proof. Let P(z) be the limit polynomial (5.6) andQ(z,h) the full polynomial (5.5)
with a fixedλ , ω andK,

Q(z,h) = z2ν +
1

w(h)
zν+µ −R(h)zν +w(h)zν−µ +1.

It is classical perturbation theory that we can order the roots in the way described in
the theorem and that (5.9) holds for the distinct roots ofP(z). By Theorem 5.2 all
roots ofP(z) are distinct except a double root atz= 1. For this root, classical theory
tells us that it can be expanded in a Puiseux series,

z(h) = 1+z1h
γ +o(hγ), (5.10)

for some exponentγ ≤ 1. Sincew= 1+ iKh+O(h2) andR= 4+O(h2) we can write
Q(z,h) as

Q(z,h) = P(z)+hP̃(z)+O(h2), P̃(z) = iK(zν−µ −zν+µ).

SinceP̃(1) = 0, entering (5.10) in this expansion ofQ(z,h) we get

0 = Q(z(h),h) = P(1+z1h
γ +o(hγ))+hP̃(1+z1h

γ +o(hγ))+O(h2)

=
1
2

P′′(1)z2
1h2γ +o(h2γ)+ P̃′(1)z1hγ+1 +o(hγ+1)+O(h2)

The leading term must vanish and sinceP′′(1) 6= 1 this can only happen if 2γ =
γ + 1 = 2. Hence,γ = 1 in (5.10) and (5.9) holds also for the double root atz= 1.
Moreover, limh→0z′(h) = z1. ⊓⊔
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5.3.1 Proof of Theorem 5.1

Since there are 2ν roots to the polynomial (5.5) there are 2ν admissible waves. The
ordering is given in the same way as forzj (h) in Lemma 5.7, and the statement
follows sincekr(h) depends smoothly onzr(h).

Let z0(h) andz1(h) be the roots ofQ(z,h) for which z0(0) = z1(0) = 1. Then
again by Lemma 5.7 there is a constantC independent ofh < h0, such that

|kr
y(h)| =

∣

∣

∣

ν
h

log(zr(h))
∣

∣

∣=
∣

∣

∣

ν
h

log(1+[zr(h)−zr(0)])
∣

∣

∣≤C, (5.11)

for small enoughh0 andr = 0,1. Sincekr
x(h) = K−αkr

y(h), the same holds forkr
x(h).

Moreover,k̃x(h) = kx + O(k3
xh2), k̃y(h) = kx + O(k3

yh2), ω̃(∆ t) = ω + O(ω3h2), if
∆ t = λh for a fixedλ . Then,

kr
x(h)2 +kr

y(h)2 = ω2 +h2Θ(h,kr
x(h),kr

y(h)), (5.12)

kr
x(h)+ αkr

y(h) = K,

where|Θ | ≤C independent ofh≤ h0 for r = 0,1 and small enoughh0. From (5.11)
we furthermore see that the limit limh→0kr(h) is well-defined and equal toz′r(0)ν/i.
Definingkr(0) thus by continuity we get that

kr
x(0)2 +kr

y(0)2 = ω2, kr
x(0)+ αkr

y(0) = K, (5.13)

which are the conditions for the incoming and reflected wave numbers in the contin-
uous case (3.2)–(3.3). The equation reduces to a second order polynomial equation
with two roots. Hence, we can indeed choose our indexr such thatk0(0) = k̄ and
k1(0) = k̄′. Let us now fixr ∈ {0,1} and definex(h) = kr

x(h)− kr
x(0) andy(h) =

kr
y(h)−kr

y(0). Then, upon subtracting (5.13) from (5.12),

x(kr
x(h)+kr

x(0))+y(kr
y(h)+kr

y(0)) = h2Θ ,

x+ αy= 0.

Eliminatingx with the second equation, gives

y = h2 Θ
kr

y(h)−αkr
x(h)+kr

y(0)−αkr
x(0)

= h2 Θ
q(h)+q(0)

,

whereq(h) := kr
y(h)−αkr

x(h). From (3.4) and (5.13) we can now deduce that

(1+α2)ω2 = (kr
y(0)−αkr

x(0))2+(kr
x(0)+αkr

y(0))2 = q(0)2+K2≤ q(0)2+η(1+α2)ω2,

which shows that|q(0)| ≥ δ > 0. By continuity |q(0) + q(h)| ≥ δ̃ > 0 for small
enoughh and therefore,|y| ≤Ch2. Since|x| = α|y| the same holds forx and (5.1) is
proved.

For the remaining roots we note first that since|zr(h)|= |eikr
y(h)/ν |= e− Imkr

yh/ν , it
follows that the sign of Imkr

y(h) is positive when|zr(h)| < 1 and negative if|zr(h)| >
1. By Theorem 5.2, whenh = 0 there are preciselyν − 1 roots with magnitude
strictly smaller than one and the same number with magnitudestrictly larger than
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one. Moreover, by Lemma 5.7 the same thing holds also when 0≤ h ≤ h0 if h0 is
small enough. This proves that we can order the wave numbers such thatr = 2, . . . ,ν
correspond to those with positive imaginary parts, andr = ν +1, . . . ,2ν correspond
to those with negative imaginary parts. Finally, for 2≤ r ≤ ν there is aδ > 0 such
that for 0< h≤ h0, 1− δ ≥ |zr(h)|, giving Imkr

y(h) ≥ (ν/h)| log(1− δ )|. Moreover,
|hkr

y| = ν| logzr(h)| ≤C. Sincekr
x = K−αkr

y the estimate (5.2) follows.
To investigate the properties of the matrixZ in (3.11) we first note that it is in fact

a permutation of a Vandermonde matrix due to the following property of the{dm}
indices.

Lemma 5.8 If ν > µ are relatively prime, then{dm}ν−1
m=0 as defined in(3.9) is a

permutation of the integers{0, . . . ,ν−1}. If m corresponds to the corner cells defined
by (3.14), then{dm} is a permutation of the integers{0, . . . ,µ −1}.

Proof. Suppose first thatdm1 = dm2. Then 0= dm2 − dm1 = ( jm1 − jm2)ν − (m1 −
m2)µ , and sinceν and µ are relatively prime,jm1 − jm2 = nµ , m1 −m2 = nν for
somen. But 0≤ m1,m2 ≤ ν −1 son = 0 andm1 = m2. Therefore alldm are distinct.
Moreover, sinceδm+ 1

2
∈ [0,1) andd̄ ∈ {0,1/2},

dm = νδm+ 1
2
− d̄ ∈

[

− 1
2
,ν
)

.

Hence, by counting, all integers{0, . . . ,ν −1} are represented by precisely onedm.
The second statement follows from the fact that whenjm+1 = jm+1,

dm+1 = jm+1ν − (m+1)µ +

⌊

ν − µ
2

⌋

= dm+ ν − µ , m∈ Ωcr,

anddm+1 < ν. ⊓⊔
It follows from Lemma 5.8 that there is a permutation matrixW ∈ Rν×ν such that

WZ=















1 1 · · · 1
z0 z1 · · · zν
z2
0 z2

1 · · · z2
ν

...
...

. . .
...

zν−1
0 zν−1

1 · · · zν−1
ν















∈ R
ν×(ν+1).

By its size, the column rank of this matrix is at mostν. By Lemma 5.7, for 0≤ h≤ h0

with h0 small enough, allzj are distinct, except possiblyz0 andz1 which may be
equal. Upon removing the first column (thez0-column) we obtain a Vandermonde
matrix with distinct valueszj , which is non-singular. This isWZ̃ in (4.1) showing that
Z̃ is non-singular. Moreover, there are henceν linearly independent columns inWZ,
so rankWZ = ν, and therefore the dimension of the null space ofWZ, and hence
also ofWZ, is one. The inverse of̃Z is a continuous function ofh on the compact
interval [0,h0], since it is well-defined on[0,h0] and eachzj(h) is continuous. It is
hence bounded.
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Fig. 6.1 The convergence ofα1, which is the reflection coefficient for the propagating wave. The case
considered isµ = 3, ν = 2. Left: soft boundary.Right: hard boundary.

6 Numerical tests

To verify the analysis, we compute the explicit solution to (3.10) and (3.21). We
choose the boundary angleα = µ/ν = 2/3, which gives 2 propagating modes and
ν − 1 = 2 evanescent waves. We compare against the known solution (3.1) of the
continuous problem. First we verify the convergence in Fig.6.1, where we clearly
observe first order behavior in the reflection coefficientα1, for both hard and soft
boundaries. The wave vectors for the same solutions are shown in Fig. 6.2, showing
theO(1/h) growth in the frequency of the evanescent wavesk2,k3, as well asO(h2)
convergence for the reflected wavek1.

Using the computedαr andkr the full field can be obtained from (3.13). Evaluat-
ing this on a[0,1]2 domain for 1/h= 26,27,28, we plot the field along a linex = 1/2
in Fig. 6.3, first for a soft boundary, and then a hard boundary. We see theO(h)
convergence in the propagating waves and theO(1) spike at the boundary. Zooming
in shows the decay as a function ofh in Fig. 6.4. While the amplitude of the spike
seems to change for the 27 resolution, this is only due to the high frequency along the
boundary, which we see in Fig. 6.5.

6.1 General boundary shapes

To see that the analysis is applicable to more general domains and boundary shapes,
we perform a simulation of harmonic waves scattering against a rigid cylinder. The
setup is chosen so that we have an exact continuous solution for the corresponding
continuous problem to compare the results with. It can be found in any basic text
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Fig. 6.2 The wave vectors as a function of grid sizeh. Top: sinceν = 3, we have 2 evanescent waves.
Bottom:the wave vector for reflecting wave displayingO(h2) convergence.

book. In polar coordinates it is given by

ϕ inc(r,θ ) = eikr cosθ = J0(kr)+
∞

∑
n=1

2(i)nJn(kr)cosnθ ,

ϕ ref(r,θ ) =
∞

∑
n=0

MnH(1)
n (kr)cosnθ ,

together with

p(x,y, t) =
1
b

Re(∂tϕe−iωt), u(x,y,t) = Re(∇ϕe−iωt). (6.1)

The expansion coefficients for the reflected field are determined by the boundary

conditions, givingM0 = −J′0(kR)/H(1)′
0 (kR), Mn = −2(i)nJ′n(kR)/H(1)′

n (kR). These

include Bessel functionsJn as well as Hankel functions of first kindH(1)
n .

We use the computational domainΩ = {(x,y)⊂ [0,2π ]× [0,2π ] | (x−π)2+(y−
π)2 ≥ 1}, and initialize the field to the exact continuous solution (6.1). We then run
the Yee scheme untilt = 0.3 and compare the result against the exact solution (6.1)
at t = 0.3. The error is plotted in Fig. 6.6. Here we see that the same characteristic
spikes in the error occur along the boundary. These oscillate asO(1/h) and have an
amplitude of the same order of magnitude as the incoming field.
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Fig. 6.3 The absolute value of the computed solutions for a soft (top) and hard boundary (bottom), shown
along a linex = 1/2, for three different grid resolutionsN = 26,27,28. We see theh convergence of the
propagating modes as well as the spike at the boundary inv.
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Fig. 6.4 Close-up of the solution in Fig. 6.3 verifies the decay as a function of the number of cells.

7 Conclusion

We have rigorously derived exact solutions to the Yee schemeclose to staircase ap-
proximated boundaries. This enables a detailed error analysis, showing how the stair-
casing affects amplitude, phase, frequency and attenuation of waves. In particular, this
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the boundary, with frequencyO(1/h).
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Fig. 6.6 Plot of the error inv for harmonic waves scattering against a hard (rigid) cylinder. The errors
are seen to fluctuate with frequencyO(1/h) along the cylinder, with an amplitude of the same order of
magnitude as the incoming field.

characterizes theO(1) evanescent waves occurring at the boundary which prevents
convergence inL∞ and reduces it inL2 to O(

√
h). The analysis shows that the errors

are local in nature, and explains why they can very often be ignored in applications
if the field along the boundary is not the focus of the simulation. The explicit form
of the solutions to the Yee scheme should also provide a starting point for deriving
more accurate boundary approximations.
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