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Abstract

Many computer vision tasks such as object detection, pose estimation,
and alignment are directly related to the estimation of correspondences over
instances of an object class. Other tasks such as image classification and
verification if not completely solved can largely benefit from correspondence
estimation. This thesis presents practical approaches for tackling the corre-
spondence estimation problem with an emphasis on deformable objects.

Different methods presented in this thesis greatly vary in details but they
all use a combination of generative and discriminative modeling to estimate
the correspondences from input images in an efficient manner. While the
methods described in this work are generic and can be applied to any object,
two classes of objects of high importance namely human body and faces are
the subjects of our experimentations.

When dealing with human body, we are mostly interested in estimating a
sparse set of landmarks – specifically we are interested in locating the body
joints. We use pictorial structures to model the articulation of the body parts
generatively and learn efficient discriminative models to localize the parts in
the image. This is a common approach explored by many previous works. We
further extend this hybrid approach by introducing higher order terms to deal
with the double-counting problem and provide an algorithm for solving the
resulting non-convex problem efficiently. In another work we explore the area
of multi-view pose estimation where we have multiple calibrated cameras and
we are interested in determining the pose of a person in 3D by aggregating
2D information. This is done efficiently by discretizing the 3D search space
and use the 3D pictorial structures model to perform the inference.

In contrast to the human body, faces have a much more rigid structure
and it is relatively easy to detect the major parts of the face such as eyes,
nose and mouth, but performing dense correspondence estimation on faces
under various poses and lighting conditions is still challenging. In a first work
we deal with this variation by partitioning the face into multiple parts and
learning separate regressors for each part. In another work we take a fully
discriminative approach and learn a global regressor from image to landmarks
but to deal with insufficiency of training data we augment it by a large number
of synthetic images. While we have shown great performance on the standard
face datasets for performing correspondence estimation, in many scenarios
the RGB signal gets distorted as a result of poor lighting conditions and
becomes almost unusable. This problem is addressed in another work where
we explore use of depth signal for dense correspondence estimation. Here
again a hybrid generative/discriminative approach is used to perform accurate
correspondence estimation in real-time.
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Introduction





Chapter 1

Introduction

Vision, like many other human abilities, is very familiar to us, as we use it all the
time in our daily life, yet we know very little about the underlying process that
makes us see and understand things. Computer vision is an emerging branch of
computational science that aims to construct algorithms that replicate this ability
on software platforms, enabling computers to see what we see and understand the
world around us as we do.

At the time of writing this thesis, we are already seeing applications of computer
vision in our daily life. Almost every camera comes with an automatic face detector
and a feature tracker which helps the camera to keep the focus on the target.
Computer vision has been successfully used in the movie industry to create realistic
facial animations in movies such as James Cameron’s Avatar. With the advent of
Kinect, Microsoft brought a state-of-the-art body tracking system to consumers,
enabling controller free gaming. Using computer vision technology, Google has
been able to produce driver-less cars that can autonomously traverse through city
traffic.

These are just a few examples of what we have achieved so far, but computer
vision has much greater potential than what we have seen. As the field is mov-
ing forward, we are developing algorithms that are faster and more accurate. The
consensus is that, someday, computer vision will reach and surpass human perfor-
mance, and that is when we will see another technological revolution perhaps with
as big as an impact or greater than the invention of computers.

1 Problem Statement

This thesis, which is based on a collection of papers [22, 23, 20, 24, 19, 21], aims
to present practical solutions for solving computer vision problems. We are specif-
ically interested in the problem of correspondence estimation over instances of an
object class (See figure 1). Many of the applications we mentioned earlier are in
someway related to the correspondence estimation problem. We define the problem

3
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Figure 1: Given an input image of an object, like a car, the correspondence esti-
mation problem deals with locating points on the surface of a generic object model
that correspond to object’s pixels on the image. Variations in pose, lighting, color
and texture make this a challenging problem in computer vision.

of correspondence estimation as follows:

Given an input image of an object, for each object’s pixel, find the
corresponding location on the surface of a generic object model.

Note that the above definition is commonly referred to as dense correspondence
estimation. Sometimes we are interested in finding the correspondences for a subset
of these pixels. For example when dealing with humans, we are usually interested in
finding the location of a small number of landmarks corresponding to body joints.
For face applications we are often interested in locating landmarks corresponding
to the location of eyes, mouth corners, and etc. (See figure 2). In these cases we fix
the location of landmarks on the model, and the task is to find the corresponding
points on the image. This is an alternative way of presenting the problem, but it
is essentially the same problem.

Correspondence estimation is a challenging problem in computer vision. This
is primarily because points on the surface of objects greatly vary in appearance in
2D images with small variations in pose, camera parameters, and lighting. The
collection of papers in this work focus on the case of deformable objects (See figure
2). Correspondence estimation for deformable objects is even more challenging,
because deformation can also change the appearance of surface points. 1

There are lots of applications in computer vision that in someway involve es-
timation of correspondences. An example, which was mentioned earlier, is hu-
man body tracking. This is the core technology behind Microsoft’s Kinect gaming

1Throughout this thesis we use the terms landmarks or surface points interchangeably to refer
to certain points on the object that we are interested in putting in correspondence.
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Figure 2: The focus of this thesis is on the problem of estimating correspondences
across images of deformable objects (particularly faces and the human body). Cor-
respondence estimation of deformable objects is more challenging compared to rigid
objects, since the appearance of surface points on the object greatly vary with de-
formation.

platform[34], where players are able to control games by body gestures and with-
out the need for an external controller. We also mentioned the use of computer
vision techniques in the movie industry for creating realistic animations through fa-
cial performance capture. This is another direct application of the correspondence
estimation problem. There are many more applications in medical imaging for
reconstruction and tracking of bones and tissues through analyzing x-ray images.
Furthermore estimating correspondences is an essential part of other computer vi-
sion methods such as face recognition and action recognition, which have important
applications in human-computer interaction and security.

A generalization of the correspondence estimation problem which is beyond the
scope of this thesis treats all different classes of objects as a single deformable
object class and aims to find inter-class as well as intra-class correspondences over
images. While we did not have enough time to explore further on this idea, we find
it fascinating and worth putting some thought into.

2 Discriminative Modeling

A common approach for finding correspondences across images of an object is to use
discriminatively trained classifiers that can distinguish certain landmarks from the
background. This for example can be achieved by extracting HOG (histogram of
oriented gradients) [9] features from the image patches and learning SVM (support
vector machine) [38] filters that can best separate image patches belonging to a
certain landmark from anything else. At test time we then exhaustively evaluate
all the possible patches and pick the ones with the highest response. This is a
standard approach for building object detectors[9], but it can also be used for
landmark localization. This approach though suffers from a number of problems.

One problem is that a feature descriptor such as HOG discards some spatial
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information. This is done to gain robustness to moderate amounts of deformation,
which comes at the cost of lower discriminability. An alternative approach is to
directly use the RGB (or depth in case we have access to a range sensor) signal
as the input feature. In fact this is the approach that we take in paper D and E.
One should note though that the amount of variation in the RGB signal between
different instances of a single surface point is much higher than that of HOG. That
means that one needs to use a model with a much higher capacity to recognize the
landmarks over multiple images.

Another problem with this approach is caused by the fact that the location of
surface points are highly correlated and can not be treated as independent random
variables. If we try to locate these landmarks independently we risk producing
inconsistent estimations. For example in a scenario where we are interested in
locating facial landmarks, using independent classifiers for each landmark might
lead to confusing the left and right eye. One solution to this problem is to use a
global regressor that can jointly estimate the location of landmarks (paper D). An
alternative solution is to explicitly model the relations between landmarks using a
generative model (paper A).

Discriminative modeling is a powerful approach that is widely used in computer
vision literature [12, 34, 35, 6, 11, 10, 37] and also in this thesis, but it comes with a
major shortcoming. The problem is related to the generalization ability of discrimi-
native models. To achieve good performance on the test set, a discriminative model
needs to be trained with lots of labeled examples. Insufficient number of training
examples is the root of all evil when learning discriminative models. It leads to
the common problem of overfitting, which occurs when the model learns relations
that hold for training examples but do not generalize to test examples. There are
however ways to overcome this problem. Regularization techniques which we will
briefly talk about in chapter 2 can reduce the chance of overfitting. This is when
we utilize additional prior information to constrain model parameters. Another
solution that we exploit in papers D and E is to extend the training data by gen-
erating synthetic images using computer graphics techniques. Although, in some
cases synthesizing realistic examples is too complex and we need to use real images.
The labeling process often requires human supervision and thus is time consuming
and undesirable. A way to address this problem is to use generative models which
we describe now.

3 Generative Modeling

In a generative approach we model the distribution of the observed data. The
standard approach to estimate the parameters of such a model is maximizing the
likelihood of observed examples – this is commonly referred to in short as maximum
likelihood[2]. One of the reasons for why generative modeling is attractive is because
this approach allows for the use of unlabeled examples. This is a desirable property
since most of the time in computer vision applications unlabeled examples are cheap
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and abundant. However, the generative modeling approach also comes with a set
of drawbacks.

Firstly, discriminative models have been shown to outperform their generative
counterparts given enough training examples [31, 27]. This observation has moti-
vated use of discriminatively trained generative models [15]. The problem though
here is that these approaches can no longer take advantage of unlabeled examples.

Another drawback with the generative modeling approach is that inferring the
unknown parameters of the model is often non-trivial, expensive, and sometimes
intractable. While in some certain cases efficient inference is possible, it may require
over-simplification of the model [14, 33, 15, 39]. This is an issue that we will visit
in paper B. A solution to this problem is combining discriminative models with
generative models. We provide some examples for the use of this approach in the
next sections.

4 A Hybrid Approach

The vast majority of papers in this thesis as well as some previous works [7, 1, 36]
use a combination of generative and discriminative modeling, this is because most
of the time neither a purely generative nor discriminative model leads to satisfying
results. In the following we briefly describe how a hybrid approach is used to solve
correspondence estimation problem in different papers included in this thesis.

• Paper A uses a generative approach to model the configuration of facial parts
namely the eyes, nose, and the mouth. A discriminative model is then used to
regress the location of facial landmarks (e.g. corners of eyes) from the patches
extracted from corresponding parts.

• Paper B uses a generative model to produce multiple hypotheses for the pose
of a human and then uses a discriminative model to select the best configu-
ration.

• In paper C, a discriminative model is used to estimate the likelihood of body
joints across multiple views. A generative model is then used to infer a single
consistent configuration from the likelihood maps.

• Finally in E, a discriminative model is used to estimate an initial value for hid-
den variables of our generative model. In an iterative procedure, unobserved
parameters are then further optimized to estimate the final correspondences.

Often there is not a right or wrong way of combining generative and discrimi-
native models, but the determining factor is the type of data.





Chapter 2

Background

The purpose of this chapter is to provide some background of the key concepts
discussed in this thesis. Each section of this chapter is independent of the others
and can be read or skipped if the concepts are familiar to the reader.

1 Feature Descriptors

In computer vision, a feature descriptor is referred to a transformation of the input
image that is used as the input to the computer vision model. An ideal feature
descriptor should be compact, specific, invariant to noise, and it should disentangle
physical information, but these qualities are often contradictory and compromises
have to be made when designing features. In the following, we discuss these prop-
erties in more detail.

An ideal feature descriptor should be compact. If the same information can be
represented in fewer number of dimensions, often we prefer the low dimensional
representation. A high dimensional feature space is not desirable because it usually
adds to the computational time of our algorithms, and more importantly can lead
to the problem of curse of dimensionality [18].

Feature descriptors also should be specific while invariant to noise. This is
a rather subjective trade-off. We want the feature to be specific so that it can
distinguish between different attributes that are relevant to the recognition task,
yet we do not want the descriptor to be sensitive to noise and irrelevant attributes.
For example in a human pose estimation application, we want the feature to be
sensitive to the pose, but invariant to the clothing of the person. Obviously, such
a property is task specific, a more generic desirable property is disentanglement of
physical information. In other words, an ideal feature descriptor should separate
physical properties of the object(s) in the image.

The next obvious question is, how do we design such features? The traditional
approach is to hand engineer the features, i.e. use our prior knowledge about the
images to design the features. An alternative approach which is beyond the scope

9
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of this thesis is to try to learn these features with tons of examples.
In this section we suffice to describe a well known handcrafted generic feature

that has been empirically shown to perform well for a variety of visual recognition
tasks.

1.1 Histogram of Oriented Gradients

The HOG feature was introduced by Dalal and Triggs [9], and has been amongst the
best performing generic feature descriptors. As its name implies, the HOG descrip-
tor consists of a histogram of gradient orientations. The procedure for calculating
this descriptor is as follows.

Starting from an input image, the image is divided to an array of equally sized
regions called cells. For each of these cells, a histogram of image gradients is calcu-
lated where each bin of the histogram corresponds to a certain gradient orientation.
Furthermore contiguous cells are grouped together to form blocks. The histogram
corresponding to each cell is then normalized with respect to all the nearby cells
within its block to gain some invariance to global lighting.

The HOG feature has been shown to work very well particularly in conjunction
with linear SVM classifiers [9], and until recently the state-of-the-art object detec-
tion methods[15] used HOG as the input feature. In this thesis we also extensively
use HOG features as the input to classifiers for detecting face and body parts (paper
A, B, and C).

2 Linear Models

This section will introduce two popular linear models that are widely used in com-
puter vision and other pattern recognition applications. We start off by introducing
the ridge regression method, which is a regularized least-square model, and is used
to approximate real valued functions. After that, we briefly talk about the classi-
fication problem and how an optimal hyperplane can be estimated to separate two
classes using support vector machines (SVM).

2.1 Ridge Regression

In a visual recognition task we often want to estimate a set of labels (y ∈ R) from
a representation of the input image (x ∈ RD where D is the feature dimension).
We often assume that we can find a function mapping f such that

y = f(x). (2.1)

A particular class of functions to express this mapping is the class of linear
models.

y = w · x (2.2)
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A common approach to learn the parameters (w) of such a model from a set of
training examples {(x1, y1), ..., (xN , yN )} is by minimizing the least square error

ŵ = arg min
w

N∑
i=1
||w · xi − yi||2. (2.3)

Unfortunately such a naive approach to parameter estimation often leads to
very bad results in practice. The problem is that in many cases, we do not have
enough examples to estimate the model parameters, making the optimization an
ill-posed problem. Even when the number of examples is higher than the number of
unknown parameters, we still run the risk of overfitting to the training data. The
problem arises when we have noisy measurements and/or the model is too flexible.
In such cases it is necessary to regularize the model by introducing a shrinkage
term

ŵ = arg min
w

N∑
i=1
||w · xi − yi||2 + λ||w||2, (2.4)

where λ ≥ 0 is the complexity parameter that is inversely proportional to the
degrees of freedom of the model. This approach is commonly referred to as ridge
regression[18], and has a simple closed form solution

ŵ = (XTX + λI)−1XTy, (2.5)

where X = [x1, ...,xN ]T is a matrix consisted of training features, and y = [y1, ..., yN ]T
is a vector of the corresponding labels.

2.2 Support Vector Machines
So far we have talked about solving general regression problems with linear models
where we have a continuous target space. In classification problems however the
target space is discrete and finite. For example, in a typical object classification
task, we are interested in determining the object category corresponding to an input
image from a limited set of possibilities (e.g. human, bird, cat, etc.). Classification
problems are an important and well studied subject in machine learning.

For a special case of classification problems where we have binary labels y ∈
{−1, 1}, Vapnik [38] suggests a method for finding the optimal hyperplane that
separates the two classes. This method, commonly referred to as support vector
machines (SVM), defines the optimal hyperplane as the hyperplane that perfectly
separates two classes with the maximum possible margin. The data samples that
lie on the margin are called the support vectors. Such a hyperplane can be found
by optimizing the following objective function ([18])

ŵ = arg min
w,b

||w||2 (2.6)

subject to ∀i, yi(w · xi + b) ≥ 1, (2.7)
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where b is the bias term. This optimization problem turns out to be convex, and
standard quadratic programming techniques can be used to solve this problem.

Note that so far we assumed that the data is linearly separable. For cases where
data is not linearly separable, we use a variant of SVM classifier called soft-margin
SVM which allows for some outliers to appear on the wrong side of the margin. This
is achieved by introducing a set of slack varriables {ξ1, ..., ξN}, which correspond to
the amount which each sample violates the margin, and altering the optimization
problem as follows

ŵ = arg min
w,b

||w||2 (2.8)

subject to ∀i, yi(w · xi + b) ≥ 1− ξi, and (2.9)
ξi ≥ 0. (2.10)

At test time, we simply evaluate the svm model as follows

y = sign(w · x + b). (2.11)

3 Tree Based Models

In the previous section we described two common and widely used linear methods
for solving regression and classification problems. These models, however, have
limited flexibility, which in many cases is not enough for modeling complex relations.
There is a whole class of methods that deal with modeling nonlinear relations. But
here we limit ourselves to the discussion of tree based methods as they are most
used in this thesis. Methods presented in this section are based on the concept of
decision trees. Decision trees are simple, intuitive, and efficient models that can be
used for solving a variety of classification and regression tasks.

Decision trees consist of split nodes and leaves. The most common type of
decision tree is the binary type, where decisions at each split node are based on
binary tests, which are functions of the input feature. The result of these tests
(whether it is true or false) determine the next node to visit (either right or left).
Each leaf usually returns a single label corresponding to the most probable label
which is determined based on the statistics of the training examples reaching that
leaf. Starting from the root node, the decision tree is traversed until reaching a
leaf node, the output of the decision tree is then simply the value which is stored
at that leaf.

In computer vision, we often need to model very complex relations between the
input features and the labels, and therefore it is often impossible to design a decision
tree by hand. Instead, we use learning algorithms to build the tree automatically.
CART (short for classification and regression trees) [3] is an example of such an
algorithm, which we describe briefly next.

Assuming that we have access to a set Q of pairs of labeled examples Q =
{(x1, y1), ..., (xN , yN )}. We start by building a pool of binary tests that split the
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feature space into two partitions (Ql, Qr), and then select the split which maximizes
the information gain (IG) defined as follows

IG = H(Q)−
∑

s∈{l,r}

|Qs| H(Qs), (2.12)

where H(Q) represents the information entropy. For classification problems where
we have a discrete set of labels y ∈ {1, ..., C}, we can define the entropy as

H(Q) = −
C∑
y=1

PQ(y) logPQ(y), (2.13)

where PQ(y) corresponds to the ratio of label y in Q

PQ(y) = 1
|Q|

∑
i∈Q

1(yi = y), (2.14)

where 1 is the indicator function. This procedure is repeated recursively for each
node until we can no longer increase the information gain. At each leaf then we
store the distribution of labels (PQ) from the training examples that reached that
node.

3.1 Ensemble Methods

Decision trees are rarely used as a standalone machine learning tool to solve com-
puter vision problems because of their poor generalization ability. Instead, decision
trees are often used as a building block for ensemble methods. Ensemble methods
combine multiple weak models to create a stronger model with higher predictive
power. One should note though that the improvement can only be achieved if the
base learners are diverse. In other words, it is crucial that the weak learners do not
make the same mistakes. This can be done in various ways.

Bagging is a common technique to ensure diverse base models in an ensemble.
The idea here is to split the training data into multiple subsets and build one
base model for each part of data. Another technique, which is commonly used in
conjunction with tree-base models, is to introduce randomness in feature selection.
This can be achieved for example by reducing the pool of features during training
of decision trees.

Both of the ideas mentioned above are used in random forests [4]. After building
K decision trees (T1, ..., TK) in this way, the outputs are simply averaged to produce
the final prediction of the random forest f .

f(x) = 1
K

K∑
k=1

Tk(x) (2.15)
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In paper C, we describe how a random forest model can be used to classify
pixels of an image of a football player to different body parts or background.

An alternative strategy to diversify the base models is through boosting. Ad-
aBoost [17] is an example of boosting method that incrementally builds an ensemble
from a set of weak classifiers. At the first stage, The ensemble is initialized with a
base model that is slightly better than random guessing. At each later stage, the
algorithm re-weights the examples based on the prediction error of the ensemble,
and then trains and adds (to the ensemble) a new base model that focuses on the
training examples that are not well explained by the ensemble.

Gradient tree boosting algorithm, introduced by Hastie et al. [18], is an alter-
native boosting method that can be used to solve both classification and regression
problems. An overview of this algorithm is provided in paper D, where we use the
gradient boosting algorithm to learn a global regression from an input face image
to facial landmarks.

4 Pictorial Structures

For rigid objects, the pose of an object can simply be represented by a similarity
matrix, including a translation and rotation. For non-rigid objects however we need
a more flexible representation. This is often achieved by representing the pose with
a set of landmarks[8]. For example in case of human body, we commonly define
these landmarks over the major body joints. The problem of pose estimation is
then reduced to locating these landmarks in the image.

In the last chapter we gave an example of how such a problem can be solved
by learning classifiers that can identify each landmark independently. We also dis-
cussed the flaws of such a naive approach. Mainly the fact that the location of these
landmarks are highly correlated and any independence assumption might produce
inconsistent estimations of landmarks leading to invalid poses. One solution to this
problem is to explicitly model the relation between these landmarks with a genera-
tive shape model. One such model, commonly referred to as pictorial structure, was
introduced by Fischler and Elschlager ([16]) and later developed by Felzenszwalb
et al. [14, 15] for the task of pose estimation and object detection.

A pictorial structure is a constellation of moving parts. In this model, each
part has its own independent appearance model that estimates the likelihood of
a part for each pixel on the image. The configuration of the parts is constrained
by pairwise spatial constraints. This model can be best expressed with a graph
structure, G = (V,E) where each vertex vi ∈ V corresponds to a part, and each
edge (vi, vj) ∈ E corresponds to a connection between two parts. Let pi be the
coordinate of the center of ith part, then the pose of the object can be represented
by a vector p = (p1, ..., pK) whereK = |V | is the number of parts. Assuming that we
have a function sa(pi) that calculates the likelihood of ith part, and a deformation
function sd(pi, pj) that assigns a likelihood to the configuration of each pair vi and
vj , the pictorial structure model then assigns a global score to the configuration of
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parts as follows
S(p) =

∑
vi∈V

sa(pi) +
∑

(vi,vj)∈E

sd(pi, pj). (2.16)

This function can then be maximized to find the optimal configuration of parts

p∗ = arg max
p

S(p). (2.17)

Felzenszwalb et al. [14] show that if we limit the connections of this graph to
a tree structure, and use quadratic functions to model the deformation sd, we can
then solve the inference problem efficiently using generalized distance transforms
[14]. This discovery in conjunction with a later paper on discriminative learning of
pictorial structure model parameters [15] revolutionized the field of object detection
and pose estimation and until recently pictorial structure based models were the
state of the art in almost all the standard general object detection benchmarks
such as PASCAL VOC [13]. We also extensively use this model throughout this
thesis. In particular paper B and C use a pictorial structure model for human pose
estimation, and A applies this model to tackle the problem of face alignment.





Chapter 3

Summary of papers

A Face Alignment with Part-Based Modeling

This paper addresses the problem of face alignment, that is given an image of a face
we want to localize a set of landmarks on the image. These landmarks are defined
over the boundaries of the eyes, mouth, and the nose as is shown in figure 1. The
landmarks are chosen to capture the major deformations of the face, and therefore
can be used for a variety of applications including facial expressing tracking and
identity recognition.

Our aim in this paper is to learn a mapping from an image to the landmarks.
We know though that this global mapping is highly nonlinear and therefore learning

(a) with parts (b) without parts

Figure 1: This figure shows the benefit of using parts in the performance of a
regression function to accurately predict the location of landmark points. In both
cases a linear regression model is learnt to map the appearance descriptors inside
the patches to the location of the landmarks associated with the patch. Green
lines represent the ground truth shape and the red lines are the prediction of the
regression function. As can be seen greater accuracy is achieved when (a) using a
separate regression function for each localized part as opposed to (b) one regression
function from the global face patch.

17
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Figure 2: The result of our method on a test set with ground truth information. In
this figure the green lines show the ground truth landmarks and the red lines are
the predictions of our method.

this function requires lots of training data that we assume we do not have access
to. Instead, our strategy in this paper is to learn multiple simpler regressors for
each individual facial part (i.e. eyes, nose, and the mouth) that can independently
regress the location of corresponding landmarks. These individual partial models
can be trained with much less examples, since the variation in appearance of local
parts are much lower compared to that of the whole face. In fact we show that even
linear regressors suffice to model the mapping in the examined datasets. Figure 1
shows how such a part based approach performs compared to a global regression
approach.

Note though that this approach requires us to have a good estimate of the loca-
tion of major facial parts. This is done by utilizing a pictorial structure model. We
model the appearance of individual parts with a multivariate Gaussian distribution,
and use a simple star model (with the nose at the root, and eyes and the mouth as
leaves) to model the deformation of the parts.
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B Using Richer Models for Articulated Pose Estimation of
Footballers

In chapter 2, we briefly discussed pictorial structure models. A number of limi-
tations are enforced on pictorial structure models to make the inference tractable
(for example, we are limited to pairwise quadratic deformation functions and the
dependency graph defined over parts can not contain a loop[14]). These limita-
tions have a direct effect on the performance of pictorial structure models. In other
words, the maximum scored pose1 using a pictorial structure model in many cases
is not the true pose of the object. Note that this problem is not limited to picto-
rial structures, this in fact is a general problem with generative modeling approach
that often accurate modeling leads to intractable inference. Our solution to such a
problem is very simple but we show that it can lead to significantly better perfor-
mance in pose estimation problems. It is based on the observation that, although
the global optimum of the pictorial structure model in many cases is not the true
configuration, but nevertheless the true configuration consistently gets a high score.

Figure 3: Given an image of a football player, we want to determine a set of
landmarks representing his pose. This is done by using a pictorial structure based
model to generate multiple candidates for the pose and selecting the best one using
a more accurate model.

Assuming that we have access to two models, first a simple model that is fast to
evaluate but not very accurate, and second an accurate model that is too expensive
to exhaustively evaluate for all the possible configurations. Our solution is then to
use the simple model to generate a set of highly likely candidates, and then only
evaluate the expensive model on these configurations to pick the best one.

Generating multiple hypotheses might not be straightforward in a general case.
The problem here is that the model might rank very similar poses as the top scoring
poses. In these cases, we might need to introduce additional constraints to enforce
diverse solutions[32]. Note that producing diverse solutions is essential to quickly
explore a large portion of the parameter space.

Our more accurate model adds two additional components to a state of the art
pictorial structure based model[39]. Firstly, we enforce an exclusion principle to
avoid the problem of double counting of the limbs, which is a common problem

1The pose is expressed with a set of landmark locations corresponding to body joints.
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with pictorial structure based models. In other words, our model doesn’t assume
that the location of the left and right limbs such as arms and legs are independent
random variables. Furthermore our model includes a segmentation score that scores
configurations that explain more foreground pixels higher. Inferring the most likely
pose with respect to such a complex model is very expensive. But we use the
framework of [32] to generate multiple hypotheses for the pose and only evaluate
our model on the 1000 top scored configurations to pick the best one. Figure 4 shows
an example where our reranking model is able to improve the result of a pictorial
structure base model. On average, we show that the top scoring configuration
returned by our model is 15% more likely to be the true configuration.

(a) FMP (b) Reranking (c) Closest to G.T.

Figure 4: This figure shows (a) the result of FMP compared to (b) our reranking function,
in addition to (c) the results of picking the closest configuration to the ground truth from
a set top 1000 configurations.
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C Multi-view Pose Estimation of Human Body

This paper focuses on the problem of multi-view pose estimation. Given images of a
football player captured with multiple calibrated cameras, our goal is to reconstruct
the pose of the body in 3D (See figure 5). Our strategy here is to use an efficient
discriminative model to estimate the likelihoods of each body part over a 3D voxel,
and then use a generative model based on 3D pictorial structures to produce a
consistent hypothesis for the pose of the person across multiple views.

(a) Images are captured from three cali-
brated cameras

(b) Part scores are calculated with a single
2D discriminative model

(c) 2D part scores are aggregated over dis-
crete 3D locations to generate consistent
likelihoods across views

(d) Pose priros are used to infer a single 3D
hypothesis

Figure 5: A general overview of our multi-view pose estimation framework. A 2D dis-
criminative model is first used to classify pixels in each image as belonging to a part or the
background. The results are then back-projected to a 3D volume. We find corresponding
mirror symmetric parts across views by introducing a latent variable. Finally, a part-based
model is used to estimate the 3D pose.
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Figure 6: Final 3D poses obtained by taking, for each part independently, its most
probable state over the grid. The mirror ambiguity is solved jointly. Estimation is red
and ground truth is blue.

To learn a discriminative model that can directly estimate the likelihood of
each part in 3D, one needs access to labeled 3D data and the associated calibrated
cameras. There are two major problems with this approach, firstly collecting 3D
data and labeling them is very expensive, and furthermore this approach requires
fixed camera views – 3D data captured from a certain camera setup can only be
used for that particular setup, and a small change in the pose of any of the cameras
would require recollection of the training data.

In contast, our approach relies on 2D discriminative models that assign a likeli-
hood to each pixel from each view independently, and we then project these scores
on a discretized 3D space to produce 3D likelihoods. At the final stage a 3D picto-
rial structure model is used to select the optimal configuration of body parts with
respect to simple limb length priors. Figure 6 shows examples of the final 3D pose
estimated by our model comparing to the ground-truth annotations.
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D One Millisecond Face Alignment with an Ensemble of
Regression Trees

In this paper we again revisit the problem of face alignment, but with a completely
different strategy. In section A, we briefly talked about the challenges of a global
regression approach for estimating facial landmarks, namely the fact that the global
mapping between the image features and the landmarks is highly nonlinear and dif-
ficult to model, and building such a model would require lots of training examples.
Instead of averting the problem as we did in A, here, we choose to address the prob-
lem, and we show that such an approach can achieve state of the art performance for
facial landmark detection while being much faster than any other previous method.
(See figure 7)

Figure 7: Selected results on the HELEN dataset. An ensemble of randomized
regression trees is used to detect 194 landmarks on face from a single image in a
few milliseconds.

Our aim here is to learn a global regression model that directly estimates the
location of landmarks from the input image. This is achieved by using an ensemble
model consisting of thousands of shallow regression trees. To train such an ensemble
we only use 2000 face images, but the training data is extended by a factor of 20 by
warping images with random face shapes. The procedure for training the ensemble
is based on the gradient boosting algorithm, which allows for quick reduction of
training error by learning complementary decision trees. The gradient boosting
algorithm though is prune to over-fitting problem and in the paper we discuss
different strategies to avoid this problem. Furthermore we empirically show that
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use of a cascade of smaller regressors is much more effective than using a single
large regression model.

Figure 8 shows a few examples of the output of our method on random images
from the HELEN[28] database.

Figure 8: Final results on HELEN[28] database.
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E Real-time Face Reconstruction from a Single Depth
Image

This paper presents a novel approach for dense correspondence estimation of de-
formable objects from single depth images. While our method is generic and can be
applied to any deformable object, our experiments are limited to human faces. Fi-
nal correspondences estimated by our method are highly accurate and can be used
for a variety of applications, including 3D face shape and expression reconstruction,
texture unwrapping, retexturing and retargeting in real-time. (See figure 9)

Part Classification Initial Correspondences Final Correspondences Reconstructed Model Rendered with 
Unwrapped Texture Retextured
Rendered with 

Unwrapped Texture
Reconstructed model 
over input depth map

Input Depth Map

Figure 9: Our method starts with estimating dense correspondences on an input
depth image, using a discriminative model. A generative model parametrized by
blend shapes is then utilized to further refine these correspondences. The final cor-
respondence field is used for per-frame 3D face shape and expression reconstruction,
allowing for texture unwrapping, retexturing or retargeting in real-time.

We start off by defining a generative model based on blend-shape deformations.
We represent the face with a mesh model consisted of M = 11211 vertices. Each
blend-shape then contains a 3 ×M dimensional delta vector (each of these blend-
shapes can correspond to a particular face shape or expression). Our generative
model is simply defined by a linear combination of these blend-shapes transformed
by a similarity matrix that corresponds to the pose of the head.

We discuss in the paper that trying to directly minimize the parameters of such
a generative model based on the reconstruction error leads to very poor results.
This is because the error function is highly nonlinear and very hard to optimize.
Instead, we utilize a variant of ICP algorithm. Starting with an initial estimate
of the correspondences, we estimate the model parameters, and then fix the model
parameters and recalculate the correspondences. This procedure is repeated mul-
tiple times until convergence. But the problem is not solved yet, such an iterative
procedure still requires a good initialization of parameters to avoid divergence. This
problem is addressed by using a discriminatively trained regressor that directly es-
timates the correspondences from the input image. This initial estimate is very
crude, but after a few iterations of the ICP procedure we are able to significantly
reduce the error. At a final step, we use the model parameters estimated by the
ICP procedure to initialize the particle swarm optimizer (PSO) [25]. PSO then
explores the nearby solutions and pick the the best configuration according to the
true reconstruction error.
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Figure 10: Qualitative results on real data captured using Kinect camera. From left
to right, we show the input depth data, the depth data overlaid on the reconstructed
model, the reconstructed model and the parts overlaid on the rgb image (which was
only used for visualization). Some of these examples are from [5].

Figure 10 shows examples of the output of our method used for facial recon-
struction and retexturing.
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Conclusion

As promised in the introduction, this thesis delivered practical solutions for some
computer vision problems particularly around the subject of correspondence esti-
mation. We would like to emphasize on the practicability of our solutions, which
separates this work from many others. Many theoretically plausible solutions fail
in practice because of a number of problems:

• In practice we often do not have access to infinite amount of training data
and the labeled data is often very scarce.

• A particular kind of annotation might be easier to do by human labor than
others.

• In practice we do not have perfect sensors and our measurements are often
very noisy.

• We care about the training and test time in practice and our computational
resources are limited.

• Often, our algorithms need to run on available consumer hardwares. The
algorithms that can utilize the available hardware (multi-core CPUs, GPUs,
and etc.) more efficiently are preferable.

These are a few examples of the limitations and concerns we face in practice, which
must be taken into consideration when designing computer vision algorithms. All
of the solutions provided in this thesis in one way or another are affected by these
limitations, and in many cases they explain why we made the design choices and
decisions we made throughout this thesis.

If we have access to a large dataset of labeled data, it makes sense to opt for
a purely discriminative approach. The choice of features could potentially have
a large impact on the performance of the method, but even if do not have any

27
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information about the problem domain, we can still use end-to-end learning meth-
ods such as convolution neural networks[29, 30, 26] to learn the features and the
classifiers/regressors jointly.

But how much training data is enough to learn such mapping? Of course the
answer depends on the desired level of accuracy and also variation in the data. We
will need more training examples to achieve higher accuracy. Also, high variance
in the data often means that the relation between the input features and the labels
is more complex. A more complex relation requires a more complex model, and
consequently more examples are needed to learn the mapping.

When labeled data is scarce, a generative approach might be more appropriate.
We can handcraft a generative model using our prior knowledge, or learn it entirely
from the data. But the common approach is to use our prior knowledge to choose
a proper statistical model, and learn the parameters of the model from the data.
In the recent years, more researchers have shifted their focus from handcrafted
methods to data-driven methods. The motivation behind this shift is twofold.
Firstly, we are often interested in generic approaches that can be applied to many
different problems. Data driven approaches are usually more generic and therefore
more desirable in this respect. Furthermore, we can often make a more accurate
model by increasing the number of training data.

We described pros and cons of both generative and discriminative approaches in
the introduction, and discussed some practical solutions to these problems through-
out the thesis. While the focus of this thesis has been on the subject of correspon-
dence estimation, some of the ideas discussed in this work can be applied to many
other applications even outside the computer vision domain, and our hope is that
the thesis can be useful for a broader audience who have an interest in using machine
learning tools to solve real-world problems.

1 Future Work

There are a number of subjects that we did not explore in this thesis, some of
which we find interesting to investigate for a future work. One important subject is
representation learning. While in this work we only used predefined features, a large
body of papers have been recently published about learning feature representations
from data particularly using convolutional neural networks (CNNs). This line of
research was sparked by the impressive results reported by Krizhevsky et al. [26]
on ImageNet classification challenge. While most of the research in this area has
been focused on learning pose invariant features, we find it interesting to learn pose
sensitive representations. A closely related idea that we find interesting to explore
is about learning inter-class pose representations. We believe it is possible to learn
generic pose features across multiple classes of objects, and such a representation
can potentially help improve the performance of various recognition tasks.
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Face Alignment with Part-Based Modeling

Vahid Kazemi and Josephine Sullivan

Abstract

We propose a new method for face alignment with part-based modeling. This
method is competitive in terms of precision with existing methods such as Active
Appearance Models, but is more robust and has a superior generalization ability
due to its part-based nature. A variation of the Histogram of Oriented Gradients
descriptor is used to model the appearance of each part and the shape information is
represented with a set of landmark points around the major facial features. Multiple
linear regression models are learnt to estimate the position of the landmarks from
the appearance of each part. We verify our algorithm with a set of experiments on
human faces and these show the competitive performance of our method compared
to existing methods.

1 Introduction

This paper presents a new method for accurate face alignment with part-based
modeling. Although we focus on the class of human faces, this method could
potentially be applied to any type of deformable object. We aim to learn a regression
function mapping a feature representation of the appearance of the face to its shape
represented by a set of connected landmarks forming contours around the major
facial features. Ideally, we want to use linear regression functions to describe this
mapping as they need less training data, have a lower chance of over-fitting, and
are fast to compute. However, the relation between the global appearance of an
object and its shape is highly nonlinear. Previously, piece-wise linear regression
has been applied [15, 12] to deal with this non-linearity. Instead, in this work, the
strategy is to learn regression functions for individual parts, see figure 1. The parts
are chosen to ensure the linearity of the regression mapping. The main advantage
of this approach is that it requires less training data, although it necessitates good
part-detection.

Part-based methods, mostly used in recognition tasks, train different classifiers
for each part of the model. Assuming each part is a rigid structure, deformation is
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(a) with parts (b) without parts

Figure 1: This figure shows the benefit of using parts in the performance of a
regression function to accurately predict the location of landmark points. In both
cases a linear regression model is learnt to map the appearance descriptors inside
the patches to the location of the landmarks associated with the patch. Green
lines represent the ground truth shape and the red lines are the prediction of the
regression function. As can be seen greater accuracy is achieved when (a) using a
separate regression function for each localized part as opposed to (b) one regression
function from the global face patch.

limited to the relative transformation of each part. The optimal solution for such
a multi-part based matching problem can be found efficiently by simplifying the
dependency of parts to form a tree structure as is presented by Felzenszwalb et
al.[8]. This method cannot be directly applied to solve dense matching problems
because it requires creating individual classifiers to detect each landmark which is
not only computationally expensive but impractical, since most of the landmarks
do not have a distinctive local appearance.

A large group of methods have been developed which rely on the global ap-
pearance of a deformable object to tackle the alignment problem, these include
Active Shape Model(ASM) [4], and Active Appearance Model(AAM) [3]. Some at-
tempts have been made to improve the robustness, and accuracy of these methods
[9, 1, 10, 5, 13], but the main problem which remains unsolved in these methods is
that they need a good initial estimate and are not able to adapt the model to fit a
subject when the initial error is high. As an example in face tracking applications,
AAM usually fails to converge when there is a sudden large deformation or motion
of the subject.

One main advantage of our method compared to the global methods just de-
scribed is that the regression functions directly estimate the landmark positions
by-passing the need to perform iterative non-linear optimization on a complicated
cost function. As a result, our method can be used on image sequences with fast
motion, and it does not need any initialization. Furthermore the part-based nature
of our method, and also the use of HOG descriptors [6] (in contrast to intensity
vectors as in AAM), enhance the robustness and generalization ability of our al-
gorithm. On the minus side the performance of our method is highly dependent
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on a proper part detection and this requires strong and distinctive features in the
appearance of the object. In the case of a human face which is the focus of our
work, a sensible selection of parts is a division into the nose, mouth and the eyes.
For the more general case we would need an automatic part selection method which
is a an interesting and challenging topic investigated for future work.

2 Landmark localization via regression

In this work the localization of landmark points on the face is viewed as a regression
problem. Assume we have N training image patches of the same size and that the
appearance of each patch is described by a feature vector fi ∈ RK . Each patch
contains L landmark points whose coordinates are defined relative to an origin at
the centre of the patch and are then stacked into the vector Xi. This training data
is used to learn a regression function

q : RK −→ R2L s.t. q(f) = X (1)

mapping a feature vector f to the coordinates of the landmark points X. There
are many options to approximate q(·) such as linear regression, nearest neighbour
regression and relevance vector machines. We focus on modelling q as a linear
function

q(f) = W f + w (2)

where W ∈ R2L×K and w ∈ R2L. The question then remains which approach
should be used to estimate (W,w). The performance of several standard methods -
ordinary least squares regression, ridge regression, principal component regression
- are investigated and the results are reported upon and compared to the baseline
of a nearest neighbour regression function in the experimental section. However,
to summarize ridge regression, which is fast in both training and testing phases,
was found to perform well. Ridge regression minimizes a least squares loss function
combined with a regularization term:

Wridge,wridge = arg min
W,w

(
N∑
i=1
‖Xi −W fi −w‖2 + λ(trace(WW t) + wtw)

)
(3)

where λ is the non-negative regularization factor and defines the complexity of our
model.

The approximated regression functions will be applied to arbitrary image patches
Ib. Such patches are defined by a bounding box b = (x, s w, s h), where x is the
centre of the patch, w and h are the width and height of the training patches and
s is the ratio between the width of the test patch and the training patches. We
assume test patches have the same aspect ratio as the training data. Then the
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coordinates of the landmark points, estimated by our learnt regression functions,
have to be rescaled and translated:

g(Ib) = s q(fIb) + x (4)

where fIb is the feature description of the image patch Ib.

2.1 Feature description of an image patch
In this subsection we introduce the feature descriptor fIb which is used to describe
the appearance of an image patch. We use a variant of the PHOG [2] descriptor.
Figure 2 shows a schematic representation of this descriptor. At the first level a
histogram of gradient orientations of the whole patch is computed. While at the
second level the patch is divided into 8 sub-regions. Each of these regions can
once again be recursively divided into 8 more sub-regions until the required level
of detail is obtained. However, our experiments show that it is more effective to
just recursively subdivide the square sub-regions at each level of the pyramid into
8 more sub-regions. At the end, all the histograms are concatenated to form the
final descriptor. This descriptor allows us to capture the appearance of an image

Level 1 Level 2

Figure 2: This figure demonstrates how an appearance descriptor is calculated from
an image patch. The main patch is divided into 8 sub-regions. For each sub-region
the histogram of gradient orientations is calculated. These histograms are then
concatenated to form the final descriptor.

patch at different scales (same as PHOG) as well as the joint appearance of adjacent
regions both horizontally and vertically. In this way we can better represent shape
information while maintaining a degree of spatial invariance.

3 Part based regression

As stated we want to use linear regression to model the mapping from the ap-
pearance of a face to its shape. However, the relationship between the global
appearance of the face and the position of all its landmark points is non-linear. We
need, therefore, to model simpler relationships which can be better approximated
with a linear function. Our strategy is to split the face into P parts, see figure
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4, and learn separate regression functions, mapping each part’s appearance to its
associated landmark positions. This approach, of course, introduces a new set of
problems. The first of these is: How do we define and set the number of parts?

Solving this problem automatically is non-trivial and is not tackled in this work.
The parts and their number are set by hand, see figure 4. The parts are defined as
a partition of the landmark points and the choice of this partition was guided by
an effort to ensure

• the part landmark points can be well aligned across the training images,

• the part can be detected and accurately located in novel images and

• linear regression accurately models the mapping from each part’s image fea-
ture space to the coordinates of its landmark points.

More formally we partition the set of L landmark points into P subsets with
L1, . . . , LP points respectively and where each set of landmark points are spatially
grouped. For instance in the face, the landmark points associated with the nose
form one subset. The P regression functions we now learn are denoted by

qp : RK −→ R2Lp s.t. qp(f) = Xp for p = 1, . . . , P (5)

where the learnt mapping is now from an image patch surrounding the particular
subset of landmark points to their coordinates defined relative to the centre of the
patch.

This means less training data is needed to learn each qp(·) but they can cover
a larger amount of variation for all the parts over learning one global regression
function. Using parts, also, ensures that linear regression models are more likely
to be a better approximation to the true mapping. As before, if wp represents the
width of the training image patches for part p, then the mapping from an image
patch extracted from the bounding defined by b = (x, s wp, s hp) is:

gp(Ib) = s qp(fIb) + x. (6)

While the second problem introduced by this part based strategy is: Given
a novel image, I, how do we find the location and size of each part within I?
Fortunately, for us there are several standard approaches for achieving this and
the one we will adopt is based on training part detectors and applying spatial
constraints between parts in the manner of pictorial structures [8] which is described
next.

3.1 Part detection
We model the appearance of an individual part by fitting a multivariate Gaussian
distribution to the part’s appearance descriptor. This is a very simple model and
forms the basis for the match score, more sophisticated classification scores could be
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used, but it is sufficient for the face data-sets we examine. The spatial constraints
between parts of the face are represented in the form of a tree. In our case, the
nose is defined as the root of the tree, and the mouth and eyes are the leaves.
The relative location of each pair of connected nodes are then modeled with a 2D
Gaussian model. To detect the location of parts in a novel image, a window of a
fixed size is slid across the image, and the Mahalanobis distance of the appearance
descriptors from the mean model is calculated for each window to create a distance
map. The method presented by Felzenszwalb et al.[8] is then used to find an optimal
solution for the matching problem.

The details are as follows let bp = (xp, s wp, s hp) denote the bounding box of
the pth part. The scale factor s is the same for each part and is found by finding
the global scale of the face via a frontal face detector such as the one defined by
the Viola and Jones face detector. Then the unknown parameters of the bounding
boxes xp are found by solving:

min
x1,...,xP

 P∑
p=1

mp(xp, I) +
∑

(i,j)∈E

dij(xi,xj)

 (7)

where each mp(xp, I) computes a score of how well the appearance of image patch
Ibp matches the model of part p’s appearance

mp(xp, I) = (fIbp
− µp)t Σ−1

p (fIbp
− µp) (8)

and the appearance is described with the same type of descriptor, fIbp
, as used in

the regression functions. Each dij(xi,xj) measures the likelihood of the relative
layout of the ith and jth part:

dij(xi,xj) = (xi − xj − µij)t Σ−1
ij (xi − xj − µij) (9)

and E is the list of edges in the tree structure defining the face. As the spatial
deformation scores are modelled with a Mahalanobis distance the optimization
problem defined in equation (7) can be efficiently solved using distance transforms
and dynamic programming as described in [8].

3.2 Learning the part regression functions
For test images there will, in general, be small inaccuracies in the localization of
each part and estimation of its scale. Therefore during the training of the indi-
vidual regression functions we compensate for this fact by augmenting the training
data. To do this a zero mean Gaussian noise was added to the location of patches
and we created a variety of patches with slightly different scales and positions for
every image. The regression model then can learn the mapping between shifted
appearance descriptors to the correct shape data. Figure 3 shows a benchmark of
algorithm with different levels of noise. As can be seen adding about 3 to 4% noise
to the position of parts in the training set, improves the final results.
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(a) with parts (b) without parts

Figure 3: This figure shows the effect of adding noise to the location of the patches
used in training on the performance of the regression functions. The Total error
curve displays the average error in the prediction of the landmark positions when
the regression functions use the output from the automatic part detection and the
Regression error curve the error when instead the ground truth location of the
part is used. Observe that perturbing the training data up to a certain noise level
increases the regression functions robustness to inaccuracies in the part detection.
Note the use of parts (a) significantly increases the accuracy of the algorithm.

4 Experiments and results

In our experiments we have used the IMM face database [14] which contains 240 still
images of 40 different human faces with the resolution of 640× 480 pixels with the
average head size 240 × 320. The database includes a variety of facial expressions
and head orientations, and contains both male and female subjects. Each image
comes with 58 annotated landmarks, outlining the major facial features including
eyebrows, eyes, nose, mouth, and jaw. Although in our experiments we only use 44
landmarks (excluding the landmarks around the jaw).

Figure 4: An annotated image from the IMM dataset. Each image comes with 58
annotated landmarks outlining the major facial features. We calculate the bounding
boxes for each part based on the location of these landmarks.
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We performed 40-fold cross-validation on the IMM dataset to benchmark the
performance of our method. 40 different models were trained, for each model we
excluded all of the images from one of the test subjects. Furthermore, we have tested
our algorithm on novel image sequences and the qualitative results are presented
in figure 7.

Four individual part detectors are trained for detecting the left and right eyes,
nose, and mouth. We have used 90 × 90 pixel patches to model each part which
we found to be optimal in our dataset. After locating the parts, we extract the ap-
pearance parameters around the detected point and compute the shape parameters
based on the regression model.

The optimal configuration for the appearance descriptor which we found by
experiment is L = 3, and b = 5, where L is the number pyramid levels, and b is the
number of histogram bins, which will give a feature descriptor with length equal
to b(1 +

∑L
l=1 42l) = 845. For part detection also we have used similar parameters

except the pyramid level which was set to L = 2.
There are many options for finding the parameters of the linear regression.

Figure 5 shows a comparison of the results from nearest neighbor, ordinary regres-
sion, and principal component regression with different dimension reduction rates.
The results show that regularization significantly improves the performance of the

Figure 5: Comparison of performance of different regression methods. The results
show that proper regularization significantly improves the results.

regression model. The regularization factor is set to λ = 200 by inspecting its per-
formance on a few validation images. Using PCA with ridge regression gives the
top performing results with enough components but the results are not significantly
better than ridge regression, although it can potentially improve the speed because
of the reduction of the feature dimensionality.

Table 1 shows a comparison of performance of our method with several existing
methods on the same dataset. The error measure used in benchmarking is the
mean of the Euclidean distance between detected landmarks and their ground truth
location. The resolution of the images used in these experiments is 640×480 pixels,
and size of the head is approximately 240× 320 pixels. The average mean error as
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a result of cross-validation on the whole dataset in our method is about 4 pixels.
This is better than the results of various implementations of AAM and ASM that
we found. Figure 6 shows the detected and ground truth location of the landmarks
on a different set of test images. We have compared the results with standard
AAM implementation by Stegmann et al.[14], and CCA-AAM by Donner et al.[7],
in addition to the results from [11] (ASM, DFM). The results show the superior
precision of our algorithm despite the fact that the other methods need initialization
with ±10% error.

Method Input Type Mean error
Our method Gray 4.03
DFM Gray 4.80
CCA-AAM Gray 5.70
AAM Color 5.92
AAM Gray 6.03
ASM Gray 6.20

Table 1: Mean point to point error of detected landmarks in full size images. The
error measure is the mean of the Euclidean distance between the detected landmarks
and their ground truth location in pixels.

We have also tried our method on a variety of novel videos, and image sequences
and an example is demonstrated in figure 7.

5 Conclusion

In this paper we have introduced a new method for the alignment of faces which
has proven to be effective in real world applications. Given 240 images of human
faces, we were able to create a model that can be used to align arbitrary faces
with acceptable precision. The experiments prove that the method has a good
generalization ability and is competitive in terms of precision with global methods
such as Active Appearance Models.

As mentioned before the choice of parts is a critical factor in the performance of
the algorithm. Further improvement could be achieved by designing an automated
method to find the best part configuration. The parts need to be reliably detected
and should be evenly spread across the face to give a complete representation of
the face’s appearance. Furthermore the algorithm can be extended to improve the
precision by doing a local search around the detected landmarks to find the optimal
match. Alternatively the detected landmarks could be used as an initial estimate
for an iterative matching process such as AAM; this can potentially lead to better
results since by providing a good initialization to AAM the chances of converging
to the global optima increases.
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Figure 6: The result of our method on a test set with ground truth information. In
this figure the green lines show the ground truth landmarks and the red lines are
the predictions of our method.
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Abstract

We present a fully automatic procedure for reconstructing the pose of a person in 3D
from images taken from multiple views. We demonstrate a novel approach for learning
more complex models using SVM-Rank, to reorder a set of high scoring configurations.
The new model in many cases can resolve the problem of double counting of limbs which
happens often in the pictorial structure based models. We address the problem of flipping
ambiguity to find the correct correspondences of 2D predictions across all views. We obtain
improvements for 2D prediction over the state of art methods on our dataset. We show
that the results in many cases are good enough for a fully automatic 3D reconstruction
with uncalibrated cameras.

1 Introduction

This work tackles the problem of automatically reconstructing the 3D pose of a person,
in particular a football player, from multiple images taken from uncalibrated affine cam-
eras. We adopt a bottom up approach, summarized as, localize the skeletal 2D joints in
each image independently and then perform factorization with limb length constraints to
estimate the 3D pose. The joint localization task is the more challenging part and is the
work’s main focus.

Localization of a person’s limbs in an image is very difficult for a myriad of reasons
most notably the range of articulations of the person (especially true in sports footage),
self-occlusion, foreshortening of limbs and motion blur. However, in recent years signif-
icant progress has been made with the introduction of pictorial structure type models
using discriminatively learned parts [6, 4, 15]. These models compromise between accu-
rate modeling of the underlying flexibility in the appearance and spatial configuration of
the person’s limbs and computational concerns to make the parameter learning and the
inference tractable.

Despite this progress, though, the results are far from perfect in real world scenarios.
Figure 1(a) shows the results from the state-of-the-art Flexible Mixture of Parts (FMP)
model [15] on images from our football dataset. The right of figure 1(a) shows an ex-
ample of a common failure. The problem is partly due to the simplifications made in
the modeling. However, the main observation exploited in this work is that while the
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Figure 1: (a) Shown is the top scoring configuration returned by the FMP model and
its PCP score for two images. The PCP score is the proportion of correctly localized
limbs. (b) This is a cumulative histogram of the rank of the first correctly predicted pose
by the FMP model. In 36% of the test cases the top scoring configuration has PCP=1.
While 88% of the time there exists a configuration with PCP=1 in the top scoring 1000
configurations. These percentages change to 68% and 98% when the definition of a correct
configuration is lowered to having PCP ≥ 0.9.

true configuration might not always correspond to the global optimum of the FMP’s cost
function, it frequently gets a high score. One can observe this by examining figure 1(b).
It shows that on our football dataset a correct configuration - all the parts are localized
correctly - is in the top 1000 scoring configurations w.r.t. the FMP cost function 88% of
the time, while the top scoring configuration is a correct configuration only 36% of the
time.

As a correct configuration is frequently in the set of the top n scoring configurations
w.r.t. the simplified (FMP) scoring function and it is straightforward to obtain these
configurations [9], we only need to evaluate a more accurate and arbitrarily complex
scoring/re-ranking function on this small set. This is the general strategy we adopt.
In this work we learn this re-ranking function and describe the components it includes.
While the latter part of this paper presents a road map of how to put the arms and legs
in correspondence (solving the left/right ambiguity) across the multiple images in order
to allow a 3D reconstruction.

Our main contributions are: 1) We introduce a new model which is an extension
to [15]. It utilizes a global segmentation score, extra pairwise terms, and an exclusion
principle to avoid double counting the score of overlapping parts. The overhead of our
model over the FMP model is very small as our search space is a relatively small constant
number. 2) We present an effective parameter learning procedure based on the SVM-Rank
formulation [7] to calibrate the factors included in our re-ranking function. 3) We present
a first attempt to automatically and accurately solve the 3D reconstruction from multiple
view images in a non-studio environment. 4) We present a new dataset of 771 images of
football players taken from 3 views at 257 time instances, which will be publicly available
on the author’s website.



2. COMPONENTS OF A MORE ACCURATE SCORING FUNCTION B5

1.1 Related Work
By imposing a few assumptions on the pictorial structure model - independent appearance
scores, quadratic deformation function - [4] developed an algorithm that finds the global
optimum of the pictorial structure energy function in linear time complexity to the number
of locations on the image. Using discriminatively trained parameters [5, 1] within this
model produces very good results. There has been a few attempts on extending the model
to handle inaccurate annotations using latent parameters [5, 8]. [10] tries to improve the
pose priors by using a local kernel regression model. [11] proposes a cascade model for
enabling the use of more sophisticated appearance models. [12] uses a more complicated
graphical model to model extra dependencies between parts, and utilizes an approximate
belief propagation algorithm to do the inference. Flexible Mixture of Parts (FMP) model
[15] uses multiple linear models to represent the appearance of the object. We use the FMP
model as the base of our work which has outperformed all the previous work by a significant
margin. The paper [9] describes an efficient algorithm to approximately compute a set
of high scoring configurations with almost no extra cost. Commonly automatic 3D pose
reconstruction is performed by tracking with a 3D model [2] or applying a learnt regression
function which maps an extracted image feature to a 3D pose [13]. However, due to
the developments in 2D pose estimation it has allowed us to explore in this work the
automatization of previously semi-manual based algorithms using 2D joints [14].

2 Components of a more accurate scoring function

Given the n-best configurations returned by the FMP model, the challenge is to re-score
them in order to identify the ones which are closest to a correct configuration. The
re-ranking function we learn is a linear combination of different features which indicate
- weakly or strongly - the plausibility of a hypothesized configuration. In this section
we describe the features and measurements which are extracted. These include a global
segmentation score measuring how compatible a hypothesized configuration is with a seg-
mentation of the image into foreground and background based on colour and a re-weighting
of part appearance scores to impose an exclusion principle to avoid double counting the
score of overlapping parts. First, though, we review the scoring function of the FMP
model [15]. Many of its individual components are included in our re-ranking function
but computed on a graph defining the dependency structure which includes loops.

2.1 Review of the flexible mixture of parts model
In the flexible mixture of parts (FMP) model [15] the object is divided into multiple parts,
and each part is modelled by a set of templates. A graph structure, G = (V,E), represents
the dependencies used when fitting this model. V is the set of parts and E is the set of
edges indicating which parts are linked. The coordinates of the centre of the ith part is
denoted by pi and p = (p1, . . . , pK) is the vector of all the part centres. Each part is
also assigned a template ti where each ti ∈ {1, . . . , T} and let t = (t1, . . . , tK). The FMP
model then scores a configuration p and its associated part types t with

Sfmp(p, t) = Sa(p, t) + Sd(p, t) + Sc(t). (1)
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which has three distinct components. Sa(p, t) is a weighted sum of appearance scores for
each part

Sa(p, t) =
∑
i∈V

sa(pi, ti) =
∑
i∈V

wtii · φ(I, pi), (2)

where φ(I, pi) is a HOG descriptor of the image patch centred at pi and wtii is the template
for ith part of type ti. Sd(p, t) is the deformation score

Sd(p, t) =
∑
e∈E

sd(pe, te) =
∑

e=(i,j)∈E

w
ti,tj
ij · ψ(pi − pj), (3)

and is a sum of quadratic functions (ψ(dx, dy) = [dx dx2 dy dy2]) modeling the deforma-
tion between connected parts. While Sc(t) is the score which consists of a prior for each
part type and a compatibility score between the types of connected parts

Sc(t) =
∑
i∈V

sc(ti) = b
troot
root +

∑
i∈V \root

(
btii + b

ti,parent(i)
i,parent(i)

)
. (4)

Using the generalized distance transform and assuming G is a tree one can efficiently find
the configuration, (pfmp, tfmp) which maximizes Sfmp(p, t) and the configurations corre-
sponding to the n-best scores of Sfmp(p, t). The top scoring configuration frequently has
a high PCP score and in general the head, torso and one leg are reliably detected. The
problem of double counting, though, is prevalent. To help combat this issue, we include in
our re-ranking function the same individual deformation scores, defined in equation (3),
but augment these with deformation scores between pairs of left and right parts, see figure
4.

2.2 Modelling the correlation between parts
As we only focus on the n-best configurations returned by the FMP model we are at liberty
to exploit more complicated and computationally expensive scoring of a configuration.
Here we describe the scores we compute that are not facsimile of those in the FMP model.
The first is a re-weighting of the individual appearance scores in equation (2) to prevent the
double counting of evidence. The second is one based on performing crude segmentation.
The crucial factor in both is that we allow ourselves to consider the global configuration
p simultaneously as opposed to only considering pairs of parts at a time.

2.2.1 Enforcing an exclusion principle

Double counting occurs frequently in the football data, for instance when one of the legs
is in motion and appears blurry while the other is stationary. In this situation the FMP
or any pictorial structure model commonly double counts the strong evidence (usually
the stationary limb) due to the independence assumptions they make. It is necessary
to take the visibility of each part into account to allow for a more accurate modeling
of the underlying situation and to implicitly enforce an exclusion principle. We employ
probabilistic reasoning to do this modeling. Let sets Sp,1, . . . ,Sp,L partition the set of K
parts. Each Sp,l either contains the left and right versions of a part or just one single part
for the parts associated with the head and torso. Let pSp,l denote the positions of the
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parts in Sp,l, similarly for tSp,l and ISp,l is the region of the image I which corresponds
to where the parts in Sp,l occur. If the parts in Sp,l do not overlap then the likelihood of
ISp,l is

p(ISp,l | pSp,l , tSp,l ) =
∏
k∈Sl

p(Ipk | pk, tk) (5)

However, if the parts in Sp,l overlap then the likelihood is calculated differently. As we do
not know which part is the closest to the camera, we cycle through the different possibilities
to get

p(ISp,l | pSp,l , tSp,l ) =
∑
k∈Sl

p(Ipk | pk, tk)P (part pk is the most visible part in Sp,l) (6)

where for simplicity it is assumed that only one of the parts in Sp,l is visible at a time.
If it is assumed that each p(Ipk | pk, tk) ∝ exp(sa(pk, tk)) and each part in Sp,l is equally
likely to be the one visible, then we can define scores which mimic p(ISp,l | pSp,l , tSp,l ):

sl,joint(p, t) =

{
log
(

1
|Sl|

∑
k∈Sl

exp(sa(pk, tk))
)

if parts in Sl overlap∑
k∈Sl

sa(pk, tk) otherwise
(7)

2.2.2 Segmentation score

A configuration p produces a segmentation of the image into background and foreground
pixels. One can then measure the plausibility of configuration p by comparing this seg-
mentation to one produced by another independent process. In our case this independent
process segments based on comparing the colour of each pixel to learnt distributions of
the colour for background and foreground pixels. We learn these foreground and back-
ground distributions for each test image with the following procedure. The high scor-
ing configurations returned by the FMP model are used to create an initial estimate of
the segmentation into foreground and background, see figure 2. This is done simply by
averaging the foreground masks created from the boxes representing the parts in each
configuration. The result is a rough estimate of the probability of a pixel belonging to
the foreground. Thresholding these probabilities with separate criteria gives an under and
over-segmentation. The foreground pixels from the under-segmentation are used to fit a
GMM distribution for foreground pixels

p(cx | lx = f) =
Mf∑
i=1

αfi N (cx |µfi ,Σ
f
i ) (8)

where cx is the RGB colour of a pixel at location x and lx is the pixel’s label as foreground
or background. Similarly the background pixels from the over-segmentation are then
used to fit a GMM distribution representing p(cx | lx = b). Assuming a uniform prior
probability, the posterior probability of pixel being foreground given its colour is

P (lx = f | cx) = p(cx | lx = f)
p(cx | lx = f) + p(cx | lx = b) (9)
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(a) input (b) initial mask (c) under seg. (d) over seg. (e) p(lx = f | cx)

Figure 2: To estimate the initial segmentation of an image (a) we use the top scoring
configurations from the FMP model to get an initial estimate of the probability of a pixel
belonging to the foreground (b). The results are then used to create under (c) and over (d)
segmentation masks. A GMM is fit to both the colours of the foreground pixels and the
background pixels. These distributions are then used to compute the posterior probability
of each pixel being foreground (e).

We aggregate these individual posterior probabilities into a plausibility score of p based
on its agreement with the segmentation

sseg(p) = 1
N

∑
x∈Fp

P (lx = f | cx) +
∑
x∈Bp

P (lx = b | cx)

 (10)

whereN is the total number of pixels, Fp is the set of pixels labeled as foreground according
to p and similarly Bp is the background set.

3 Learning the parameters of the re-ranking function

In the previous section we introduced scores which indicate the plausibility of the person’s
hypothesized 2D pose. The next task is to combine these within one single function which
can be used to re-rank the n-best configurations output by the FMP model. To this end
we construct a feature vector xp,t for each (p, t) by concatenating the different components
already described:

xp,t = ( sseg(p), s1,joint(p, t), . . . , sL,joint(p, t), sd(pe1 , te1 ), . . . , sd(pel , tel ), sc(t1), . . . , sc(tK) )

where the edges ei ∈ E are now taken from a graphical model of the pairwise dependencies
between parts with loops, see figure 4. We let the final scoring function take the form of
a weighted sum of the individual components of xp,t:

score(p, t) = w · xp,t

Our objective is to learn the linear weights w such that configurations closer to the
ground truth are scored more highly. Closeness to the ground truth can be measured by
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the PCP score [3]. This measure returns 1 if each part of the hypothesized configuration
overlaps significantly with its corresponding part in the ground truth configuration. Our
training data consists of N training images. For each training image Ik we calculate the
n-best configurations returned by the FMP model. Each of these configurations generates
a feature vector xki and let yki denote its PCP score. Let rk be a subset of the pairwise
constraints imposed by the ranking of xki’s based on yik:

rk = {(xki, xkj) : yki > .9 and ykj ≤ .9}

Then we find the optimal w by minimizing the SVM-Rank[7] objective function:

arg min
w, ξijk

1
2‖w‖

2 + C
∑
i,j,k

ξijk (11)

subject to for k = 1, . . . , N

w · xki ≥ w · xkj + 1− ξijk ∀ (xki, xkj) ∈ rk and ξijk ≥ 0 ∀ (i, j, k) (12)

Note the formulation is similar to that of the SVM, but that the set of constraints has
been extended to enforce the correct ordering between all pair of configurations within
each rk. The main reason for using the SVM-rank model instead of a regular SVM is that
the absolute value of our target function is not an accurate quantitative measure, but we
assume the measure is accurate enough for comparing two configurations from the same
image. To do the optimization we used the publicly available cutting-plane solver from
[7].

4 3D Reconstruction

To estimate a player’s 3D pose we must put his arms and legs in correspondence across
the three views. This is because the current 2D pose model cannot distinguish between
the real left and right limbs. There are 32 possible correspondences, ignoring mirrored
configurations. We reconstruct the position of the skeletal joints in 3D for each of these
combinations and the 2D joint locations highlighted by our re-ranking function. The
correspondence which results in a plausible 3D pose - estimated 3D skeleton has limb
lengths similar to those estimated during training - and gives the smallest re-projection
error is then chosen. To do the reconstruction, first we compute an initial estimate of
the 3D pose, X̃, and camera matrices, M̃ , using the affine factorization algorithm. These
quantities must then be rectified and therefore we seek an affine transformation, A, which
transforms X̃ and M̃ to the true 3D locations and camera matrices. A is estimated by
minimizing a cost function which softly enforces that each limb of the rectified 3D skeleton
has the same length as observed in the training data. We use MATLAB’s standard
nonlinear optimization toolbox to perform this.

5 Results

We have annotated a total of 771 images of football players, which includes images taken
from 3 views at 257 time instances. We used 180 of the images for training our model and
the rest for testing. Figure 3 shows three annotated examples from our football dataset.
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Figure 3: Three annotated examples from
our football dataset which are taken at the
same time instance.

Figure 4: The pairwise dependencies
in the FMP model (left), compared to
the one used in the re-ranking function
(right).

Ranking function left/right flips not ignored left/right flips ignored

Flexible Mixture of Parts 0.884 0.895
Re-ranking SVM-Rank 0.917 0.936
Oracle re-ranking 0.982 0.982

Table 1: Summary of the results on our football dataset with and without the re-ranking
function. The first column of numbers displays the average PCP score of the top scoring
configuration returned by the FMP model, our learnt re-ranking function and an oracle
re-ranking function. The second column is the average PCP score when the left and right
labels for the arms and legs are ignored.

Table 1 summarizes the results on our dataset with and without using the re-ranking
function, as well as the results of picking the closest configuration to the ground truth
between top 1000 configurations. In addition to the standard PCP score, we have provided
the PCP scores ignoring the left/right limb assignments. This criteria is more accurate
for our dataset since the limbs annotated as left/right on 2D images do not represent the
real left/right limbs of the person. The results are improved by 3.3% with the PCP score
criteria and 4.1% if we ignore the flipping. Figure 5a shows the cumulative probability
distribution of rank of the true configuration across the top 1000 configurations given
by the FMP model, in comparison with the results with our model. Figure 5b shows the
same results on a finer scale. We can observe that the probability of the true configuration
getting the top score based on FMP model is 36%, while this probability is increased to
51% using our model (an oracle ranking function in this case could improve the results up
to 88%).

Figure 6 shows some qualitative results from our experiments on our football dataset.
We observed that in many cases the double counting problem is fixed using our model (1-
2nd rows). While in some cases the predicted flip is not compatible with the ground truth
(2nd row) and this is the reason for the additional improvements if we ignore the flipping.
The measurements in some cases are too noisy for our model, and we do not observe much
of an improvement in these cases (3rd row). Finally, we have used the 2D estimates from
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(b) Histogram on finer scale

Figure 5: (a) The cumulative histogram of the rank of the first correctly predicted pose
by the flexible mixture of parts model before (blue) and after reranking (red). (b) The
same histogram on a finer scale.

our model to reconstruct the configuration of the player in 3D. With no assumptions about
the pose of the player this is an extremely difficult task. However, when we have fairly
good 2D estimates across all views we are able to get reasonable results. Figure 7 shows
a stick figure of the 3D reconstruction of the top scoring 2D configurations, along with
the back projected 2D estimates. An extended set of results is provided as supplementary
materials.

5.1 Conclusions
We described a simple and efficient way of improving the performance of part based
models by evaluating a more complicated scoring function to reorder a set of high scoring
configurations. With good enough predictions of the location of a set of body joints across
three images, we can obtain fairly accurate estimation of camera parameters and 3D joint
positions. We believe by enforcing the temporal continuity constraints over sequences of
images we can expect a boost in robustness and accuracy of our 3D predictions, which
will be the subject for a future work. We would also like to exploit a multi-modal ranking
function as opposed to a linear model which we have utilized in this work.

Acknowledgement: This work has been funded by the European Commission within
the project FINE (Free Viewpoint Immersive Networked Experience).
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(a) FMP (b) Reranking (c) Closest to G.T.

Figure 6: This figure shows (a) the result of FMP compared to (b) our reranking function,
in addition to (c) the results of picking the closest configuration to the ground truth from
a set top 1000 configurations. In many cases (row 1-2) we can solve the double counting
problem, but sometimes (row 2) we have problem with the flipping ambiguity. In the
last case the measurement is too noisy for our model and we are not able to improve the
results.
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Abstract

This paper presents a complete framework for performing pose estimation
from images captured with multiple calibrated cameras. This is done using
a hybrid discriminative/generative approach. We use randomized decision
trees to create a discriminative model that classifies each patch from the
input images as a body part or background. The output of the classifier is
aggregated over a discretized 3D voxel to produce consistent part likelihoods
across multiple views. We then use a generative model based on pictorial
structures to produce a single hypothesis for the configuration of body parts
in 3D. We benchmark the performance of our method on a large dataset of
football players and show that our method achieves state of the art results.

1 Introduction

In this paper1 we address the problem of automatically estimating the 3D pose of a
person from multiple calibrated cameras. While design decisions made in this work
are based on our particular scenario, namely pose estimation of football players
in a professional game, the presented framework can be customized to perform
multi-view pose estimation for arbitrary applications.

Football footage have several key characteristics some of which are shared be-
tween different sports. Most notably the images are commonly disturbed by motion
blur because of the fast moving players and cameras. There is also a large vari-
ation in the players’ 3D pose. On the other hand the variation in the players’
clothing is limited and background clutter is not as severe as in less structured
environments. Yet, low quality images and fast motion make it hard to perform
background subtraction reliably.

Currently, the most successful solutions to 2D pose estimation are discrimi-
natively trained part-based models [19, 73, 2, 52, 31]. This class of methods are
attractive as they enable efficient inference by reducing the conditional dependen-
cies between parts, and demand less labeled training data as they can generate new
poses at test time. Part-based models have also been used for 3D pose estimation

1This paper is an extended version of [32] presented at the British Machine Vision Conference.
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[6, 60, 13, 53, 33], but to our knowledge good performance has only been reported
in studio environments. This paper falls into the same category but we show that
by using strong discriminative 3D part likelihoods our approach can be successfully
applied to solve real world body pose estimation problems without imposing strong
pose priors.

To discriminatively learn the 3D part likelihoods directly for the individual
parts would require labeled 3D data and the associated calibrated views. We want
to avoid this potentially expensive and non-trivial labeling task. Therefore, in this
paper we discriminatively learn 2D part likelihoods for each part and aggregate the
likelihoods from the different views to obtain the 3D part likelihoods. This means
that we only need labelled 2D images from uncalibrated cameras. However, to get
good performance this requires solving a part correspondence problem across views
during the aggregation phase. We return to this issue later in the introduction, but
now we turn to the issue of how to learn and compute the 2D part likelihoods.

State of the art 2D part based models for human pose estimation rely on SVM
classifiers applied to a HOG descriptor of an image patch [73]. However we opt to
use a more efficient random forest approach for estimating the part likelihoods. We
take our inspiration from the recent success of the Kinect system. Shotton et al
[55] use a random forest to estimate a person’s 3D pose from a depth image. They
divide the human body into a set of parts and a random forest is used to estimate
the probability of each pixel belonging to each part. From these probabilities the
3D location of the skeletal joints are then independently estimated. Their work
clearly demonstrates that given sufficiently diverse training data, one can learn a
compact random forest classifier which at test time efficiently recognizes parts across
a very varied set of 3D poses. In this paper we consider ordinary visual images, as
opposed to depth images, but similarly use a random forest to assign to every pixel
a probability of being a particular part or background. These probabilities form
the basis for our part likelihood scores in 2D and 3D.

We create 3D part appearance likelihoods by aggregating the 2D likelihoods
across all camera views. Care must then be taken regarding the correspondence
of joints across the views. Because of the similar appearance of mirror symmetric
parts, such as left and right arms and legs, and also the local nature of our part
detectors, we can not directly distinguish the correct correspondences for each part.
In this paper this issue is handled by introducing a latent variable into our model
which represents the correspondence. At inference time we optimize for both the
best pose and the best values of our latent variable. We show that this approach
is both feasible and effective (fig. 2).

2 Background

Both 2D and 3D human pose estimation from visual images have for several decades
been well-established research problems within the field of computer vision. An
extensive body of work is devoted to both and several review articles give a thorough
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overview of the area [24, 59, 38, 39]. What these review articles highlight [39] is
that the strategies to tackle both problems have frequently reflected the prevailing
algorithmic trends within computer vision. There has been a to-and-fro between
exploiting generative [61, 16, 18] and discriminative [54, 63, 66] models and the
compromise of generative models whose parameters are learnt discriminatively [73,
3], and also between modelling the human as a collection of pixels [34, 55], small
[73] or mid-level parts [9, 72] or as one global entity [1]. There has, however, been
the constant allure, especially in 3D, of the generative part based model because it
is such a good fit to the human skeleton’s articulated structure and it allows one
to handle the variability of a human’s appearance in an efficient way.

Generative part-based models Human pose estimation algorithms based on a
generative part-based model have the following elements: a procedure to define the
model’s parts, an objective function to score a hypothesized pose, and an optimiza-
tion strategy to find an optimum (local or global) of the objective function. The
objective function has two components. One compares the anticipated appearances
of each part, derived from an appearance model, to the image’s actual appearance
at the part’s hypothesized image location. The other is derived from a prior detail-
ing how parts should be arranged relative to one another. Each generative based
algorithm is determined by how each of these elements and components are defined.
Integral to all is the ability to effectively use the cues in the image.

In the early to mid noughties generative part based models dominated 3D pose
estimation [25, 16, 61, 57, 4, 11, 60]. These algorithms assume a realistic 3D human
model of the anatomical parts, calibrated camera(s) and an initial estimate of the
3D pose. Typically the objective functions, derived using Bayesian probabilistic
modelling [57] and/or hand-crafted energy functions[61, 16], impose loops on the
dependency structure between the model’s parameters making it computationally
infeasible to locate a global optimum. Instead the initial pose estimate is updated
by finding a nearby local optimum through either iterative optimization [25, 11] or
stochastic search [16, 23]. These approaches had success for tracking applications
with multiple cameras [16]. However, regardless of the improvements made such
as stronger motion priors [70, 40, 69], better appearance modelling [58] or more
sophisticated optimization [61, 16], they were always susceptible to losing track
and did not have the ability to re-initialize.

The challenge of initializing generative part models, in non-controlled environ-
ments, was taken up by those working in 2D [48, 18]. The most influential work is
that of Felzenswalb and Huttenlocher [18] where they adapted the pictorial struc-
ture (PS) model [22] to 2D human pose estimation. In [18] they discretize the
2D pose space and then use dynamic programming and the generalized distance
transform to find the global optimum of their objective function. Crucially, in con-
structing the objective function a tree structure is imposed on the dependencies
between the parts’ pose parameters and the observable image features. The clean
pictorial structure formulation and the ability to find a global optimum sparked a
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flurry of activity.
This activity has led to more sophisticated modeling of part appearances [47]

(iteratively learning color histograms for each part), incorporating part detectors
[2] (boosted part detectors applied to shape context descriptors of edge maps) and
discriminative learning of the model parameters [17, 2, 3, 73], learning the best tree
structure to model the dependencies between parts [37], synthetic augmentation of
the labelled training data [45] and adding edge contour connectivity in the objective
function [68].

Alongside pictorial structures have been 2D generative part approaches which
have loops in the graph representing the dependencies between poses’ parts [30, 67,
64] and the image data[21, 51, 50, 52, 6]. These more accurate models sacrifice the
ability to find the globally optimal pose of their objective functions in a reasonable
time and must instead rely on clever approximate inference such as pruning [21]
and multi-scale inference[51].

The parts in a pictorial structure model normally correspond to the human’s
anatomical parts, but frequently it is not these parts that can be most reliably
detected in images. Poselets were introduced by Bourdev [10, 9] and automatically
identify and learn detectable parts from annotated training data. Each poselet
is a detector, typically a SVM classifier in tandem with a HOG descriptor, of a
part that is associated with a specific pose (e.g. arms-crossed) of a subset of the
limbs (or partial limbs) seen from a specific viewpoint. It is possible to aggregate
the responses of multiple poselet detectors to predict a person’s 2D pose [72]. The
poselet idea has also been incorporated into the pictorial structure model [44, 43, 37]
to help bias the solution towards a valid 2D pose.

One inherent deficiency of the PS model is that background pixels are not
modelled and image evidence is only included from the regions covered by parts.
A set of methods combat this weakness by combining background and foreground
segmentation with pose estimation[36, 21, 71, 49].

All these developments in global fitting of generative part based models in 2D
have begun to see their way into 3D. In particular, with the increased RAMs and
speed of modern computers it has become possible for the pictorial structure ap-
proach to be extended from 2D to 3D. Several research groups have pounced on
this opportunity [13, 42, 41, 5, 53] and produced promising results. The adaptation
from 2D to 3D results in an increase of the dimensionality of the search space, but
there is the appealing advantage that geometric constraints on the human skeleton
make more sense in 3D than 2D. It is also makes tackling the double counting prob-
lem easier because there is the hard constraint to exploit that limbs in 3D cannot
physically intersect.

Discriminative based methods Alongside the developments in pictorial struc-
tures others explored the idea of using machine learning techniques to directly learn
a mapping from 2D image features to either the 3D pose [54, 1, 7, 8] or the 2D
pose [15, 26, 66, 74]. The computational burden of these methods are typically at
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training time and the pay off is very fast execution at test time. These methods are,
however, hampered by several issues. The first is that the mapping to the 3D pose
is multi-valued and there is no generic regression function designed for this purpose.
Next learning both the 2D and (especially) 3D regression functions can require an
infeasibly large number of diverse labelled training examples to adequately cover
the input space. Lastly, they are not robust to background and foreground clutter,
especially the methods that rely on the extraction of clean silhouette data. There-
fore it was considered that perhaps a purely learning based approach to either 2D
or 3D pose estimation was somewhat of a dead-end.

However, two recent developments have pushed purely discriminative based ap-
proaches back into the spotlight. The first is the remarkable Kinect system [55].
In this case the 3D pose estimation problem is more-or-less solved given RGB-D
camera (and an environment where it is effective) and a random forest classifier
[55, 62, 56]. An interesting facet of this proposed solution is that generative mod-
elling was used to augment the labelled training data - pairs of a depth image and
the corresponding 3D position of the body parts. Therefore the discriminative clas-
sification model can be considered to have efficiently encoded the elements of the
generative model needed for joint prediction.

The second development is the emergence of deep learning and the ability of
convolutional neural networks (CNN) to learn very powerful and generic image
representations [35] for visual recognition tasks. Already the CNN structure has
been exploited to learn a regression function that predicts the 2D coordinates of
the skeletal joints from the pixel intensity data [66] within a bounding box. The
community awaits to see how far deep learning can be pushed to solve the 2D pose
estimation problem and see even if they can used to predict 3D pose from 2D image
data.

The work presented in this paper continues the line of research of marrying
generative part based models with the discriminative learning of part appearances
to tackle human pose estimation. Excitingly, it now appears that this approach
can be applied with success to both 2D and 3D pose estimation in non-controlled
environments without the need for initialization.

3 Method

Given a set of calibrated cameras viewing a person, our goal is to estimate the
location of body joints in 3D. Figure 1 shows a general overview of our framework.
First a random forest is used to classify each pixel in each image as a part or the
background, as described in section 3.1. We then discuss how the resulting 2D part
appearance likelihoods can be used for 2D pose estimation in section 3.2. This
process is performed so that we can compare 2D part detectors to previous work
for 2D pose estimation. The results from section 3.2 are not used for performing
3D inference. For 3D part appearance likelihoods we back-project the result of
the random forest pixel classification to a 3D volume, as described in section 3.3.
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(a) Images are captured from three cali-
brated cameras

(b) Part scores are calculated with a single
2D discriminative model

(c) 2D part scores are aggregated over dis-
crete 3D locations to generate consistent
likelihoods across views

(d) Pose priors are used to infer a single 3D
hypothesis

Figure 1: A general overview of our multi-view pose estimation framework. A 2D dis-
criminative model is first used to classify pixels in each image as belonging to a part or the
background. The results are then back-projected to a 3D volume. We find corresponding
mirror symmetric parts across views by introducing a latent variable. Finally, a part-based
model is used to estimate the 3D pose.

We then discuss how our 3D part appearance likelihoods can be plugged into any
multi-view part-based model in section 3.4. The problem of mirror ambiguity for
symmetric parts is addressed in section 3.5.

3.1 Appearance likelihoods in 2D using random forests
We use a random forest of classification trees to estimate the probability that a pixel
v belongs to a skeletal joint or the background class. The split decisions made in
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each tree are based on thresholding a dimension of the HOG descriptor [20] of the
image window. This dimension is defined by three numbers as follows. First there
is a 2D offset vector u. The point u + v then falls within a certain cell of the HOG
descriptor and a record is kept of this cell. The final number defines the dimension
of (u + v)’s cell descriptor to be accessed. It is this entry which is thresholded in
the split decision. The offsets, u, considered are constrained to be within a certain
distance of v.

We have training images that have the position of the 2D skeleton joints labelled.
From these labelled images we generate a new labelled dataset {(hk,vk, yk)}Kk=1
where hk is the HOG descriptor of an image and vk is a pixel with class label
yk ∈ {0, 1, . . . , N}. The label 0 corresponds to the background class and the other
numbers to the skeletal joints. This is the labelled data we use to train the random
forest. Algorithm 1 summarizes the procedure for training each decision tree in the
random forest.

When we apply a learnt decision tree to a test image i and a pixel location v
in an image with HOG descriptor h we will reach a leaf node m. The posterior
probability of pixel v having label y is equal to the proportion of the training
samples that reach node m and have label y. The output of our random forest
is the average of the probabilities returned by the trees in the forest. The final
response image for each part n is denoted by fn(i,v).

3.2 Inferring the 2D pose
We first formulate the pose estimation problem in 2D. This is done so we can
introduce our notation for part-based models and can compare the random forest
results to previous work for 2D pose estimation. However, the results from this
sub-section are not used when performing the multi-view 3D inference.

Let Vn be a random variable representing the 2D position of joint n. The 2D
pose of the person is then V = (V1, . . . ,VN ). Let I be a random variable repre-
senting the image evidence. We consider part-based models that assume there is
some image evidence for each joint In and that these are conditionally independent
given the position of the joints

P (i | v) =
∏
n

P (in | vn) (6)

where lower cases are used for outcomes of the random variables. We use the
response from the random forest as the 2D joint appearance likelihoods

P (in | vn) ∝ fn(i,vn) (7)

We infer the pose by finding the most probable state of V given the measurement
data

max
v

P (v | i) = max
v

[
lnP (v) +

∑
n

lnP (in | vn)
]

(8)
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where P (v) describes an arbitrary 2D pose prior. This optimization can be solved
in different ways, depending on the form of the 2D pose prior P (v). In our imple-
mentation we first find the modes of the joint appearance likelihoods P (in | vn). To
make the process more efficient we first sample pixels with high probabilities to find
a small set of modes. In practice we use the meanshift algorithm for this. In many
cases, taking the mode with the highest probability for each joint independently
leads to a valid configuration (This corresponds to the pose prior P (v) =

∏
n P (vn)

where each P (vn) is uniform for all n). This is because the random forest is able
to aggregate information from a relatively large neighbourhood around each joint
and produce confident joint hypotheses. There are, however, some cases where this
approach fails. To find the estimated joints which have both a spatial configuration
consistent with a valid 2D pose and high appearance scores, we search for the opti-
mal combination of body joints from a small set of highly probable modes. This is
done efficiently by using dynamic programming to minimize a cost function which
is factorized over a tree.

To define P (v) we follow the pose prior proposed by [73]. Similar to [73] we use
a mixture model to model the distribution of the joint offsets. If we let the vector
t = (t1, . . . , tN ) represent the mixture component chosen for each joint then

lnP (v) = max
t

Sdef(v, t) + Sco(t) + const (9)

We model the offset of each joint vn from its parent pa(vn) with a mixture of
Gaussians. The deformation score Sdef is defined over pairs of joints as follows:

Sdef(v, t) =
∑

n 6=root
ln (N (vn − pa(vn); µn,tn ,Σn,tn) )

where µn,tn and Σn,tn are the mean and variance of joint offset n for component
tn. Sco scores each configuration based on the co-occurrence of pairs of mixture
components:

Sco(t) =
∑
n

btnn +
∑

n 6=root
b
tn,tpa(n)
n (10)

where btnn is the probability of the occurrence of component tn and btn,tpa(n)
n is the

probability of the co-occurrence of components tn and tpa(n). The parameters of
this prior are estimated from the statistics of the training data annotations.

3.3 Appearance likelihoods in 3D
Let the 3D position of joint n be the random variable Xn and the 3D pose X =
(X1, . . . ,XN ). The image evidence from view c for joint n is represented by
the random variable Ic,n and the evidence of all joints for a single view is Ic =
(Ic,1, . . . , Ic,N ). Let Vc,n be the 2D position of joint n in view c. Let Tc be the
projective transformation of camera c. We assume the 2D position vc,n of joint n
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in view c is deterministically calculated as vc,n = Tc(xn). The part appearance
likelihood for view c is computed by projecting Xn to that view

P (ic,n | xn) = P (ic,n | Tc(xn)) ∝ fn(ic, Tc(xn)) (11)

We assume the image evidence across views is conditionally independent given xn
and thus compute the multi-view 3D appearance likelihood (see figures 1 and 2) as

P (i1,n, . . . , iC,n | xn) =
C∏
c=1

P (ic,n | xn) (12)

3.4 Inferring the 3D pose
Similar to 2D we estimate the pose by computing the most probable state of X
given the measurement data. This equates to finding the maximum of the posterior
distribution

max
x

P (x | i1, . . . , iC) =

max
x

[
lnP (x) +

∑
n

∑
c

lnP (ic,n | Tc(xn))
]

(13)

where P (x) describes an arbitrary 3D pose prior. This optimization can be solved
in different ways, depending on the choice of the state space for X and the form of
the 3D pose prior P (x). If the pose prior can be factored according to a tree graph
and every Xn is considered as a discrete random variable, then it is feasible to find
a global optimum using dynamic programming [6, 13, 53].

Our 3D appearance likelihoods can be used by any multi-view part-based model.
To demonstrate the performance of a full system we follow the approach of [13] and
discretize the state space. We assume the person is within a bounding cube and
create a uniform grid covering this cube. The appearance likelihoods are then
evaluated for all grid points. We consider two different pose priors P (x). The first
is P (x) =

∏
n P (xn) with P (xn) uniform over its state space. Then the global

optimum can be found by optimizing equation (12) for each joint independently.
The second pose prior imposes limb length constraints as in [13]. We define P (x)
as follows:

P (x) =
∏
n

N (‖xn − pa(xn)‖; µn, σn) (14)

where µn and σn here are the mean and variance of limb lengths calculated from
the training data annotations. This is a rather simplistic prior, but we found it
to be adequate for our purposes. One can use mixture of Gaussians to model the
distribution of joint offsets the same way as described in section 3.2 but in our
experiments we only used the simple limb length prior.
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Figure 2: Overcoming ambiguities introduced by symmetric appearances. The left image
shows the 3D appearance likelihoods computed from part detectors that ignore the left
and right label of the parts. The right image shows the result of finding corresponding
parts across views by maximizing a latent variable. The ground truth pose is shown in
black.

3.5 Overcoming ambiguities introduced by symmetric
appearances

In equation (11) we have assumed that the mapping between the labels for the
2D joints and the 3D joint labels is consistent across views and that it is one-to-
one. However, this is not necessarily the case especially for the mirror symmetric
joints, i.e. joints associated with the right and left legs (arms). For such joints, the
classifier can either be trained to

• just detect the joints and ignore their label as left or right or

• recognize the left and right label of the image

In the latter scenario we do not know if the joints labelled as left in two views
correspond to the same physical 3D joints. Therefore to match the left and right
legs of an image with the left and right of the person we have two choices. If we
also try to match the arms we have a total of 22 = 4 choices per image. Considering
all C views gives a total of 22C choices.

To handle this mirror ambiguity we introduce a discrete latent random variable
Mc = (Mc,1, . . . ,Mc,N ) which represents the mapping of the labels from the 3D
joint labels to the 2D joint labels in view c. We assumeMc is uniformly distributed
over its 4 states. For non-limb joints the mapping is considered unambiguous.
Instead of using (11) we thus let the image evidence of each joint depend on Mc,n

as follows

P (ic,n | mc,n,xn) =
P (ic,n | mc,n, Tc(xn)) ∝ fmc,n

(ic, Tc(xn))
(15)
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Then the optimum of the full posterior distribution for X and M = (M1, . . . ,MC)
assuming a uniform prior over M is given by

max
x,m

P (x,m | i1, . . . , iC) =

max
m

max
x

[
lnP (x) +

∑
n

∑
c

lnP (ic,n |mc,n, Tc(xn))
] (16)

and this becomes the optimization problem we solve at inference time as opposed
to (13). See figure 2. We perform the outer optimization over m by exhaustive
search, independently of the method used for the inner optimization over x. This
approach can therefore be applied to any part-based model. When we solve this
optimization problem the joints across the views will be in correspondence, but
there may still be an unresolved front/back ambiguity in 3D.

4 Experiments

To benchmark the performance of our approach in a realistic outdoor scenario
we have created the publicly available KTH Multiview Football Dataset from a
professional football game. The dataset consists of images of two different players
of the same team. The dataset is divided in two sets.

For the first set, we annotated the 2D pose of the players for 5907 images. We
used the first 3900 images to train the random forest and the rest for testing the
2D pose estimation performance. The results presented in section 4.1 are based on
this data.

The second set contains an annotated video sequence consisted of 214 × 3 im-
ages where the player was captured by three moving cameras. We used the 2D
annotation to synchronize and calibrate the cameras and the human pose is recon-
structed in 3D using the affine factorization algorithm [12, 65, 46, 28]. We used the
3D reconstruction of the this sequence as the ground truth for testing the 3D pose
estimation performance. These results are in presented in section 4.2.

Finally, in section 4.3 we analyze our dataset in terms of the difficulty of pose
estimation. Then, using different similarity based transformations we give a detailed
indication of variations of footballers between the training set and the evaluation
set.

4.1 Scoring and inference in 2D
What follows contains an analysis of the effect of different parameters on the per-
formance of the random forest, as well as a comparison with the state of the art
Flexible Mixture of Parts (FMP) model [73] trained and tested on our football
dataset.

Number of trees: It is well known that decision trees are prone to overfitting
and combining multiple trees can significantly help in regularizing their outcome
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Figure 3: The effect of the number of trees on performance of random forest. PCP
score is used for quantitative evaluation of the end results with three different
matching methods. These are taking the modes with maximum probability (blue
curve), using dynamic programming with a simple shape prior (red curve), and an
oracle matching method on the highest (5-10) probability modes (green curve). The
increase in performance is minimal with the addition of more trees to the forest
after the first two.

Depth 2 Depth 5 Depth 10 Depth 15 Depth 20

5 10 15 20
0.2

0.4

0.6

0.8

1

Depth

P
C

P

 

 

Oracle

DP

Max

Figure 4: Qualitative and quantitative results show how the depth of the tree affects
the output of the random forest. See figure 3 for explanation of quantitative results.

[29]. However, we observe that in our case the improvement with more than two
trees is not drastic, see figures 3 (a). In our experiments we fixed the number of
trees to 5.

Depth of trees: Figures 4 (b) show how the depth of the trees affects the
performance of random forest. It can be observed that with a random forest of
depth 10, we can already correctly classify pixels belonging to easy to detect parts
like head, hips, and knees. The depth of each tree was set to 20 in our experiments.
It is worth mentioning that the resulting decision trees are not balanced. The
decision trees trained on our dataset have around 10% of the nodes of a balanced
tree with equal depth.

Feature pool: Decisions at each node are made by thresholding HOG [20, 14]
dimensions in a neighbourhood of each pixel. To increase randomization, at each
node a pool of features is created by selecting a random subset of all the available
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Figure 5: The 2D histogram of the offsets selected at the decision tree splits at different
depth levels. The initial splits use information from wider neighbourhoods.

features. The optimal feature and threshold are then chosen from this pool. We
set the feature pool size to 25000. Figure 5(c) shows the distribution of the offsets
chosen at different depths levels of the random forest. The results show that at the
earlier levels of the tree a wide exploration of the surrounding area is performed,
but as we move down to the bottom of the tree most of the selected features are
centered at the probe pixel. In our experiments we allow for offsets up to 50 pixels.
The height of the person is about 180 pixels.

Comparison to state-of-the-art in 2D pose estimation: We compare
our results to Flexible Mixture of Parts(FMP) [73] which achieves state of the art
performance on general 2D human pose estimation tasks. We have trained and
tested their method using the original code provided by authors on our football
dataset.

Table 1 shows a summary of results on our football dataset. The results show
that our 2D part detector outperforms FMP [73] on this dataset. It is also worth
mentioning that our 2D part detector is at least an order of magnitude faster than
FMP. This is due the fact we only need to evaluate a few (5) decision trees to
classify each pixel while FMP requires convolving 138 filters. Figure 6 shows some
qualitative results comparing to the current state of the art. The major problems
for our method seem to be caused by unseen poses, lack of strong features for parts
such as lower arms, and the absence of contextual support, e.g. for outstretched
limbs. The latter can be potentially solved by using higher offsets (as described in
section 3.1).

We also tried our random forest on some standard datasets, which were smaller
than our football dataset and had more background clutter. Under those conditions
FMP still outperforms our random forest. We believe that the difficulty to deal
with severe background clutter is a disadvantage of the current version of our part
detectors. However, a recent work [15] shows state of the arts performance within
a very similar random forest framework. Although, this approach still seems to
require considerably more training data than FMP.

4.2 Scoring and inference in 3D
To perform 3D pose estimation we follow the approach of [13] and discretize the
search space. We assume that the person is within a bounding cube (fig. 1) and
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Figure 6: A qualitative comparison of random forests with a state of the art pose estima-
tion method on our dataset. The top row shows the modes of probabilities output from
the random forest. A point’s size indicates its certainty level. The second row is the result
of inferring the configuration by imposing 2D pose priors. The last row is the result of
FMP [73].
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Head Torso Upper Arms Lower Arms Upper Legs Lower Legs Average
FMP [73] .97 .99 .92 .66 .94 .80 .86
RF .94 .96 .90 .69 .94 .84 .87
RF + Pose Prior .96 .98 .93 .71 .97 .88 .89
RF + Oracle Matching .97 .99 .94 .82 .98 .97 .94

Table 1: A comparison of PCP scores of different baselines on our football dataset. The
rows represent the results of the following methods. (1) FMP [73] trained and tested on
our dataset. (2) Taking the optimal modes for each joint independently. (3) Taking the
modes that maximise a shape prior. (4) Taking the optimal modes wrt the ground truth.
For the last two baselines the matching is performed only on a few of the most probable
modes (5-10).

create a 64 × 64 × 64 grid covering this cube. We compute our 3D part appear-
ance likelihoods for all grid points. We perform inference with and without the
pose prior discussed in section 3.4. The former imposes limb length and intersec-
tion constraints. We also perform inference with and without the latent variable
handling the mirror ambiguity as discussed in section 3.5.

The results are summarized in table 2. The performance is measured using 3D
PCP scores with α = 0.5 [13]. The table shows that introducing the latent variable
to deal with the mirror ambiguity significantly improves the final results. On this
dataset it is surprisingly much more important than the pose prior.

Figure 7 shows our estimated 3D poses (red) compared to the ground truth
(blue), for six different frames. For this figure the inference was performed using
the latent mirror variable but without any pose prior (uniform). The figure shows
that our 3D appearance likelihoods accurately detect most of the body parts, even
without imposing any pose prior. If we add the limb length and intersection con-
straints we are able to correct for some of the limited double counting that occurs
for the lower legs, which is reflected by numbers in table 2.

Upper Arms Lower Arms Upper Legs Lower Legs Average
RF .02 .03 .86 .57 .37
RF + Pose Prior .16 .07 .91 .87 .50
RF + Mirror Latency .87 .68 1.00 .96 .88
RF + Mirror Latency + Pose Prior .89 .68 1.00 .99 .89
Burenius et al. [13] .60 .35 1.00 .90 .71
Belagiannis et al. [5] .68 .56 .78 .70 .68

Table 2: An evaluation of our 3D pose estimation results in terms of PCP scores. The
rows represent the results of the following methods. (1) Taking the maximum probability
estimates for each part independently over the 3D grid. (2) Taking the pose priors into
account. (3) Handling mirror ambiguity without pose priors and (4) with pose priors.
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Figure 7: Final 3D poses obtained by taking, for each part independently, its most
probable state over the grid. The mirror ambiguity is solved jointly. Estimation is red
and ground truth is blue.
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4.3 Dataset Analysis

In an attempt to quantify the difficulty of the poses in our dataset (Football5907)
we have plotted the frequency of test samples based on their difficulty (Figure 8).
Our measure of difficulty is defined as the sum of the residuals of the joint locations
of a test example from its closest nearest neighbour in the training set. Observe
that more than half the training data have average difficulty of around 100 pixels,
where a person’s height is around 200 pixels.

Figure 8: The frequency of the test samples according to their difficulty. The
difficulty of a test image is measured by the sum of residuals from its best matched
training sample (using the annotations). Some random samples are shown for each
interval. The x, y axes are exponentially labelled.

Furthermore, we estimate 2D pose estimation results by finding the nearest
neighbors of the test images in the training set using different similarity measures
and report the PCP in Table 3, different similarity measures used are as follows.
Appearance Based Nearest Neighbour (ANN): A naïve appearance similar-
ity measure based on the HOG feature will be sensitive to noise and clutter. Thus,
a feature selection technique is adopted to highlight its discriminative dimensions.
We extract a HOG descriptor φp for each positive training patch p and use Linear
Discriminant Analysis (LDA) to train a linear filter wp. This means

wp = Σ−1(φp − µN ) (17)

where µN is the mean of descriptors extracted from the background patches and
Σ is a full rank covariance matrix computed from all the positive and negative
patch descriptors. The hyperplane wp now encodes the dimensions of φp which
best separate it from the negative class. As analyzed in [27] wp can also be seen as
a whitened version of the original descriptor. A new representation dp is developed
for the positive patch p by the following equation which its vectorized version is
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JNN+T JNN+TS JNN+TSR ANN FMP Ours Oracle
PCP .94 .95 .96 .80 .86 .89 .94

Table 3: Final PCP results for the baselines and different versions of our method
on the [33] football dataset.

further normalized to unit length.

dp = Σ−1/2(φp − µN ) (18)

The similarity between every pair of patches is computed by applying the histogram
intersection kernel,

K(p1, p2) =
D∑
i=1

min(dp1
i , d

p2
i ) (19)

where dpi is the ith element of the new representation d for sample p and D is its
dimensionality. The covariance matrix Σ is estimated using the approach of [27].
To ensure better alignments we search over slightly offset patches for each example.
Joint Nearest Neighbour(JNN): Here, by using each test sample landmark
annotation we search the training set to find the closest match in terms of joint
positions. This is done by optimizing a similarity matrix for each of the training
samples which transforms the test image joint annotations to the corresponding
joints in the training sample. The least-square optimization is solved by Procrustes
analysis closed form solution. For each test example, we look for an optimal trans-
lation (JNN+T), and scale (JNN+TS), and rotation (JNN+TSR) matrix which
transforms an example to the closest sample in training data. Due to the fact that
these methods use ground truth annotation of test samples they act as an upper-
bound for a perfect global nearest neighbour method and gives an indication of the
difficulty of the dataset.

5 Conclusion

We presented a complete framework for performing 3D pose estimation from mul-
tiple calibrated cameras. We utilized an efficient discriminative model based on
randomized decision trees with a pictorial structure based generative model to pro-
duce consistent poses in 3D. Our algorithm achieves state-of-the-art performance
on our large football dataset. Yet, dealing with small datasets with severe back-
ground clutter can be challenging for our method. When combining the 2D part
detectors over multiple views for 3D part detection, the similar appearance of mir-
ror symmetric body parts is a problem. We have highlighted this and presented a
simple solution based on a latent variable formulation.

Two major parts of the presented framework can be altered to match the needs
of the application.
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Firstly, we chose to use random forests for training 2D part detectors. Random
forests are both effective when trained on large image datasets and are also very effi-
cient. Yet, we have observed that they are not robust to severe background clutter.
In our particular football scenario this is not a limitation, since the background is
mostly grass and the classifier easily distinguishes the players from the background.
For other scenarios one might to either consider performing background subtraction
(this can be easily done for static cameras) or use more robust features. We are
particularly interested to see how deep neural network based representations will
perform if used as part detectors in our framework.

The choice of the generative model is also another part of the presented frame-
work which can be easily altered. In this work we used a simple pictorial structure
based model based on limb-lengths. This model is too flexible and can produce
invalid configurations. Restricting the model by applying kinematic constraints to
ensure feasibility of the solution can be an interesting direction for extending this
work.

Finally we presented a large multi-view football dataset. We made the dataset
publicly available and we hope that it will stimulate more research of 3D pose
estimation in realistic outdoor environments.
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Algorithm 1 Training a classification tree
Have labelled training data {(hk,vk, yk)}Kk=1. Let Q be the indices of the training
examples associated with a node. A split at this node is found by the following
process:

1. Randomly select a pool of features θ1, . . . , θM where each θm = (um, dm). um
is a 2D offset vector and dm is the dimension of a HoG cell descriptor.

2. Let F (hk,vk, θm) represent the value of the dmth dimension of pixel (vk +
um)’s HoG cell descriptor.

3. For each θm select potential thresholds τm,1, . . . , τm,s by dividing the interval
between the minimum and maximum values for {F (hk, vk, θm)}k∈Q into equal
sub-intervals.

4. Each potential split (θ, τ) partitions Q:

Ql(θ, τ) = {k | k ∈ Q and F (hk,vk, θ) < τ} (1)
Qr(θ, τ) = Q \ Ql(θ, τ) (2)

5. Choose the parameters (θ∗, τ∗) that maximize the information gain which
corresponds to:

(θ∗, τ∗) = arg min
(θ,τ)

∑
s∈{l,r}

|Qs(θ, τ)| H(Qs(θ, τ)) (3)

where H(Q) is the entropy of the probabilities for the class labels in Q:

H(Q) =
N∑
y=0

PQ(y) logPQ(y) (4)

and PQ(y) is ratio of examples with label y:

PQ(y) = 1
|Q|

∑
k∈Q

Ind(yk = y) (5)

6. If the information gain induced by (θ∗, τ∗) is sufficiently large make the split.
If the split is made, try to further split Ql(θ∗, τ∗) if both the maximum depth
of the tree is not exceeded and |Ql(θ∗, τ∗)| is sufficiently large. Do the same
for Qr(θ∗, τ∗).
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Abstract

This paper addresses the problem of Face Alignment for a single image. We show
how an ensemble of regression trees can be used to estimate the face’s landmark
positions directly from a sparse subset of pixel intensities, achieving super-realtime
performance with high quality predictions. We present a general framework based on
gradient boosting for learning an ensemble of regression trees that optimizes the sum
of square error loss and naturally handles missing or partially labelled data. We
show how using appropriate priors exploiting the structure of image data helps with
efficient feature selection. Different regularization strategies and its importance to
combat overfitting are also investigated. In addition, we analyse the effect of the
quantity of training data on the accuracy of the predictions and explore the effect
of data augmentation using synthesized data.

1 Introduction

Face alignment corresponds to automatically finding the location of a set of pre-
defined landmarks on a human face. Accurate face alignment is useful for many
applications including markerless performance capture for creating realistic anima-
tions for computer games and movies. It is also key to improving the performance
on high level problems such as person and expression recognition.

Faces are easy to detect due to the more or less fixed spatial arrangement of its
main parts - eyes, nose and mouth - relative to one another. However, it is not so
straightforward to precisely locate the landmark points (the shape), because at a
more micro level there is significantly more variation. Firstly, faces can deform in a
highly non-rigid fashion as the dozens of the muscles under the skin move to form
different facial expressions. Additionally, the appearance of faces can significantly
change across people and under different illumination conditions which we term the
nuisance factors.
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Figure 1: Selected results on the HELEN dataset. An ensemble of randomized
regression trees is used to detect 194 landmarks on face from a single image in a
few milliseconds.

In this work we show, as others have [7, 2], though that face alignment can
be solved with a cascade of regression functions. In our case each regression func-
tion in the cascade efficiently estimates the shape from an initial estimate and the
intensities of a sparse set of pixels indexed relative to this initial estimate. Our
work builds on the large amount of research over the last decade that has resulted
in significant progress for face alignment [8, 4, 12, 6, 14, 1, 15, 17, 3] and to the
simultaneous face detection and alignment [18, 5]. In particular, we incorporate
into our learnt regression functions two key elements that are present in several of
the successful algorithms cited and we detail these elements now.

The first revolves around the indexing of pixel intensities relative to the current
estimate of the shape. The extracted features in the vector representation of a face
image can greatly vary due to both shape deformation and the nuisance factors.
This make accurate shape estimation using these features difficult. The dilemma
then is that we need reliable features to accurately predict the shape, and on the
other hand we need an accurate estimate of the shape to extract reliable features.
Previous work [4, 8, 7] as well as this work, use an iterative approach (the cascade) to
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deal with this problem. Instead of regressing the shape parameters based on features
extracted in the global coordinate system of the image, the image is transformed to
a normalized coordinate system based on a current estimate of the shape, and then
the features are extracted to predict an update vector for the shape parameters.
This process is usually repeated several times until convergence.

The second considers how to combat the difficulty of the inference/prediction
problem. At test time, an alignment algorithm has to estimate the shape, a high
dimensional vector, that best agrees with the image data and our model of shape.
The problem is non-convex with many local optima. Successful algorithms [4, 8]
handle this problem by assuming the estimated shape must lie in a linear subspace,
which can be discovered for example by finding the principal components of the
training shapes. This assumption greatly reduces the number of potential shapes
considered during inference and can help to avoid local optima. Recent work [7,
10, 2] use the fact that a certain class of regressors are guaranteed to produce
predictions that lie in a linear subspace defined by the training shapes and there is
no need for additional constraints.

Crucially, our algorithm has these two elements, but within a fully data driven
framework that performs the shape invariant feature selection by minimizing the
same loss function during training as we want to minimize at test time, and this
is what separates this work from earlier work. The proposed framework, produces
high quality predictions while being highly efficient (Figure 1). It also has the ad-
vantage of naturally handling missing or uncertain labels. In this work, we provide
experimental results showing the contribution of major components of our method
on final predictions. Furthermore, we analyse the effect of quantity of training data,
use of partially labelled data and synthesized data on quality of predictions.

2 Method

This work presents an algorithm to precisely estimate the position of facial land-
marks in a computationally efficient way. Similar to previous works [7, 2] our
proposed method utilizes a cascade of regressors. In the rest of this section we
describe the details of the form of the individual components of the cascade and
how we perform training.

2.1 The cascade of regressors
To begin we introduce some notation. Let xi ∈ R2 be the x, y-coordinates of the
ith facial landmark in an image I. Then the vector S = (xT1 ,xT2 , . . . ,xTp )T ∈ R2p

denotes the coordinates of all the p facial landmarks in I. Frequently, in this work
we refer to the vector S as the shape. We use Ŝ(t) to denote our current estimate of
S. Each regressor, rt(·, ·), in the cascade predicts an update vector from the image
and Ŝ(t) that is added to the current shape estimate Ŝ(t) to improve the estimate.

Ŝ(t+1) = Ŝ(t) + rt(I, Ŝ(t)) (1)
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The critical point of the cascade is that the regressor rt makes its predictions based
on features, such as pixel intensity values, computed from I and indexed relative to
the current shape estimate Ŝ(t). This introduces some form of geometric invariance
into the process and as the cascade proceeds one can be more certain that a precise
semantic location on the face is being indexed. Later we describe how this indexing
is performed.

Note that the range of outputs expanded by the ensemble is ensured to lie in
a linear subspace of training data if the initial estimate Ŝ(0) belongs to this space.
We therefore do not need to enforce additional constraints on the predictions which
greatly simplifies our method. The initial shape can simply be chosen as the mean
shape of the training data centred and scaled according to the bounding box output
of a generic face detector.

To train each rt we use the gradient tree boosting algorithm with a sum of square
error loss as described in [9]. We now give the explicit details of this process.

2.2 Learning each regressor in the cascade
Assume we have training data (I1,S1), . . . , (In,Sn) where each Ii is a face image
and Si its shape vector. To learn the first regression function r0 in the cascade we
create from our training data triplets of a face image, an initial shape estimate and
the target update step, that is, (Iπi

, Ŝ(0)
i ,∆S(0)

i ) where

πi ∈ {1, . . . , n} (2)

Ŝ(0)
i ∈ {S1, . . . ,Sn}\Sπi

and (3)

∆S(0)
i = Sπi

− Ŝ(0)
i (4)

for i = 1, . . . , N . We set the total number of these triplets to N = nR where R is
the number of initializations used per each image Ii. Each initial shape estimate
for an image is sampled uniformly from {S1, . . . ,Sn} without replacement.

From this data we learn the regression function r0 (see algorithm 2), using
gradient tree boosting with a sum of square error loss. The set of training triplets
is then updated to provide the training data, (Iπi

, Ŝ(1)
i ,∆S(1)

i ), for the next regressor
r1 in the cascade by setting (with t = 0)

Ŝ(t+1)
i = Ŝ(t)

i + rt(Iπi , Ŝ
(t)
i ) (5)

∆S(t+1)
i = Sπi − Ŝ(t+1)

i (6)

This process is iterated until a cascade of T regressors r0, r1, . . . , rT−1 are learnt
which when combined give a sufficient level of accuracy.

As stated each regressor rt is learned using the gradient boosting tree algorithm.
It should be remembered that a square error loss is used and the residuals computed
in the innermost loop correspond to gradient of this loss function computed at each
training sample. Included in the statement of the algorithm is a learning rate
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parameter 0 < ν ≤ 1 also known as the shrinkage factor. Setting ν < 1 helps
combat against over-fitting and usually results in regressors which generalize much
better than those learnt with ν = 1 [9].

Algorithm 2 Learning rt in the cascade

Have training data {(Iπi
, Ŝ(t)

i ,∆S(t)
i )}Ni=1 and the learning rate (shrinkage factor)

0 < ν < 1

1. Initialise

f0(I, Ŝ(t)) = arg min
γ∈R2p

N∑
i=1
‖∆S(t)

i − γ‖2

2. for k = 1, . . . ,K:

(a) Set for i = 1, . . . , N

rik = ∆S(t)
i − fk−1(Iπi

, Ŝ(t)
i )

(b) Fit a regression tree to the targets rik giving a weak regression function
gk(I, Ŝ(t)).

(c) Update

fk(I, Ŝ(t)) = fk−1(I, Ŝ(t)) + ν gk(I, Ŝ(t))

3. Output rt(I, Ŝ(t)) = fK(I, Ŝ(t))

2.3 Tree based regressor
The core of each regression function rt is the tree based regressors fit to the residual
targets during the gradient boosting algorithm. We now review the most important
implementation details for training each regression tree.

2.3.1 Shape invariant split tests

At each split node in the regression tree we make a decision based on thresholding
the difference between the intensities of two pixels. The pixels used in the test are
at positions u and v when defined in the coordinate system of the mean shape.
For a face image with an arbitrary shape we would like to index the points that
have the same position relative to its shape as u and v have to the mean shape.
To achieve this the image can be warped to the mean shape based on the current
shape estimate before extracting the features. Since we only use a very sparse
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representation of the image it is much more efficient to warp the location of points
as opposed the whole image. Furthermore, a crude approximation of warping can
be done using only a global similarity transform in addition to local translations as
suggested by [2].

The precise details are as follows. Let ku be the index of the facial landmark in
the mean shape that is closest to u and define its offset from u as

δxu = u− x̄ku

Then for a shape Si defined in image Ii, the position in Ii that is qualitatively
similar to u in the mean shape image is given by

u′ = xi,ku + 1
si
RTi δxu (7)

where si and Ri are the scale and rotation matrix which define the similarity trans-
form which transforms Si to S̄, the mean shape, and minimizes

p∑
j=1
‖x̄j − (siRi xi,j + ti)‖2 (8)

the sum of squares between the mean shape’s facial landmark points, x̄j ’s, and
those of the warped shape. v′ is similarly defined. Then formally each split is a
decision involving 3 parameters θ = (τ,u,v) and is applied to each training and
test example as

h(Iπi , Ŝ
(t)
i ,θ) =

{
1 Iπi

(u′)− Iπi
(v′) > τ

0 otherwise
(9)

where u′ and v′ are defined using the scale and rotation matrix which best warp
Ŝ(t)
i to S̄ according to equation (7).
Note that in practice the assignments, and local translations are determined

during training phase. Calculating the similarity transform which is the most com-
putationally expensive part of this process at test time is only done once at each
level of the cascade.

2.3.2 Choosing the node splits

For each regression tree we approximate the underlying function with a piecewise
constant function where a constant vector is fit to each leaf node. To train the
regression tree we randomly generate a set of candidate splits, that is θ’s, at each
node. We then greedily choose the θ∗, from these candidates, which minimizes the
sum of square error. If Q is the set of the indices of the training examples at a
node this corresponds to minimizing

E(Q,θ) =
∑

s∈{l,r}

∑
i∈Qθ,s

‖ri − µθ,s‖2 (10)
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where Qθ,l is the indices of the examples that are sent to the left node due to the
decision induced by θ, ri is the vector of all the residuals computed for image i in
the gradient boosting algorithm and

µθ,s = 1
|Qθ,s|

∑
i∈Qθ,s

ri, for s ∈ {l, r} (11)

The optimal split can be found very efficiently because if one rearranges equation
(10) and omits the factors not dependent on θ then one can see that

arg min
θ

E(Q,θ) = arg max
θ

∑
s∈{l,r}

|Qθ,s|µTθ,sµθ,s

Here we only need to compute µθ,l when evaluating different θ’s, as µθ,r can be
calculated based on the average of targets at the parent node µ and µθ,r as follows

µθ,r = |Q|µ− |Qθ,l|µθ,l

Qθ,r

2.3.3 Feature selection

Recall that decisions at each node are based on thresholding the difference of in-
tensity values of pairs of pixels. This is a rather simple test, but it is much more
powerful than single intensity thresholding because of its relative insensitivity to
changes in global lighting. Unfortunately, the drawback of using pixel differences
is the number of potential split (feature) candidates is quadratic in the number of
pixels in the mean image. This makes is difficult to find good θ’s without searching
over a very large number of them. However, this limiting factor can be eased, to
some extent, by taking the structure of image data into account. One can simply
introduce an exponential prior

P (u,v) ∝ e−λ‖u−v‖ (12)

over the distance between the pixels used in a split to encourage closer pixel pairs
to be chosen.

We found using this simple prior slightly reduces the prediction error on a
number of face datasets. Figure 4 compares the features selected with and without
this prior, where the size of feature pool is fixed to 20 in both cases.

2.4 Handling missing labels
The objective of equation (10) can be easily extended to handle the case where
some of the landmarks are not labelled in some of the training images (or we have
a measure of uncertainty for each landmark). Introduce variables wi,j ∈ [0, 1] for
each training image i and each landmark j. Setting wi,j to 0 indicates that the
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landmark j is not labelled in the ith image while setting it to 1 indicates that it is.
Then equation (10) can be updated to

E(Q, θ) =
∑

s∈{l,r}

∑
i∈Qθ,s

(ri − µθ,s)TWi(ri − µθ,s)

where Wi is a diagonal matrix with the vector (wi1, wi1, wi2, wi2, . . . , wip, wip)T on
its diagonal and

µθ,s =

 ∑
i∈Qθ,s

Wi

−1 ∑
i∈Qθ,s

Wi ri, for s ∈ {l, r} (13)

Subsequently the gradient boosting algorithm is modified to account for the
weights. This can be done simply by initializing the ensemble model with the
weighted average of targets, and fitting regression trees to the weighted residuals
in algorithm 2 as follows

rik = Wi(∆S(t)
i − fk−1(Iπi

, Ŝ(t)
i )) (14)

3 Experiments

Baselines: To accurately benchmark the performance of our method, in addition to
implementation of the our proposed ensemble of regression trees (ERT ) we created
two more baselines. The first is based on randomized ferns with random feature
selection (EF) and the other is a more advanced version of this with correlation
based feature selection (EF+CB) which is our re-implementation of [2]. All the
parameters are fixed for all three approaches.

EF uses a straightforward implementation of randomized ferns as the weak
regressors within the ensemble and is the fastest to train. We use the same shrinkage
method as suggested by [2] to regularize the ferns.

EF+CB uses a correlation based feature selection method that projects the
target outputs, ri’s, onto a random direction, w, and chooses the pairs of features
(u,v) s.t. Ii(u′)− Ii(v′) has the highest sample correlation over the training data
with the projected targets wT ri.

Parameters: Unless specified, all the experiments are performed with the fol-
lowing fixed parameter settings. The number of strong regressors, rt, in the cascade
is T = 10 and each rt comprises of K = 500 weak regressors gk. The depth of the
trees (or ferns) used as to represent gk is set to F = 5. At each level of the cascade
P = 400 pixel locations are sampled from the image. To train the weak regressors
we randomly sample a pair of these P pixel locations according to our prior and
choose a random threshold to create a potential split as described in equation (9).
The best split is then found by repeating this process S = 20 times, and choosing
the one that optimizes our objective. To create the training data to learn our model
we use R = 20 different initializations for each training example.
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(a) T = 0 (b) T = 1 (c) T = 2

(d) T = 3 (e) T = 10 (f) Ground truth

Figure 2: Landmark estimates at different levels of the cascade initialized with the
mean shape centered at the output of a basic Viola & Jones[16] face detector. Note
that after the first level of the cascade, the error is already greatly reduced.

Performance: The runtime complexity of the algorithm on a single image is
constant O(TKF ). The complexity of training time depends linearly on the number
of training data O(NDTKFS) where N is the number of training data and D is
dimension of the targets. In practice with a single CPU our algorithm takes about
an hour to train on the HELEN[11] dataset and at runtime it only takes about a
few milliseconds per image.

Database: Most of the experimental results reported are for the HELEN[11]
face database which we found to be the most challenging publicly available dataset.
It consists of a total of 2330 images, each of which is annotated with 194 landmarks.
As suggested by the authors we use 2000 images for training data and the rest for
testing.

We also report final results on the popular LFPW[1] database which consists
of 1432 images. Unfortunately, we could only download 778 training images and
216 valid test images which makes our results not directly comparable to those
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Figure 3: A comparison of different methods on HELEN(a) and LFPW(b) dataset.
EF is the ensemble of randomized ferns and EF+CB is the ensemble of ferns with
correlation based feature selection initialized with the mean shape. We also provide
the results of taking the median of results of various initializations (5 and 10) as
suggested by [2]. The results show that the proposed ensemble of regression trees
(ERT ) initialized with only the mean shape consistently outperforms the ensemble
of ferns baseline and it can reach the same error rate with much less computation.

previously reported on this dataset.
Comparison: Table 1 is a summary of our results compared to previous algo-

rithms. In addition to our baselines, we have also compared our results with two
variations of Active Shape Models, STASM [13] and CompASM [11].

[13] [11] EF EF+CB EF+CB (5) EF+CB (10) ERT

Error .111 .091 .069 .062 .059 .055 .049

Table 1: A summary of the results of different algorithms to the HELEN dataset.
The error is the average normalized distance of each landmark to its ground truth
position. The distances are normalized by dividing by the interocular distance. The
number within the bracket represents the number of times the regression algorithm
was run with a random initialization. If no number is displayed then the method
was initialized with the mean shape. In the case of multiple estimations the median
of the estimates was chosen as the final estimate for the landmark.

The ensemble of regression trees described in this work significantly improves
the results over the ensemble of ferns. Figure 3 shows the average error at different
levels of the cascade which shows that ERT can reduce the error much faster than
other baselines. Note that we have also provided the results of running EF+CB
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multiple times and taking the median of final predictions. The results show that
similar error rate to EF+CB can be achieved by our method with an order of
magnitude less computation.

We have also provided results for the widely used LFPW[1] dataset (Table 2).
With our EF+CB baseline we could not replicate the numbers reported by [2]. (This
could be due to the fact that we could not obtain the whole dataset.) Nevertheless
our method surpasses most of the previously reported results on this dataset taking
only a fraction of computational time needed by any other method.

[1] [2] EF EF+CB EF+CB (5) EF+CB (10) ERT

Error .040 .034 .051 .046 .043 .041 .038

Table 2: A comparison of the different methods when applied to the LFPW dataset.
Please see the caption for table 1 for an explanation of the numbers.

Feature Selection: Table 3 shows the effect of using equation (12) as a prior
on the distance between pixels used in a split instead of a uniform prior on the final
results. The parameter λ which determines the distribution of range of features was
set to 0.1 in our experiments. Selecting this parameter by cross validation when
learning each strong regressor, rt, in the cascade could potentially lead to a more
significant improvement. Figure 4 is a visualization of the selected pairs of features
when the different priors are used.

Uniform Exponential

Error .053 .049

Table 3: The effect of using different priors for selecting pairs of features on final
average error. The exponential prior is applied on euclidean distance between pairs
and is defined by equation 12.

Regularization: When using the gradient boosting algorithm one needs to be
careful to avoid overfitting. To obtain lower test errors it is necessary to perform
some form of regularization. The simplest approach is shrinkage. This applies
setting the learning rate ν in the gradient boosting algorithm to less than 1 (Here
we set ν = 0.1). Regularization can also be achieved by averaging the predictions
of multiple regression trees. This way, gk correspond to a random forest as opposed
to one tree and we set ν = 1. Therefore at each iteration of the gradient boosting
algorithm instead of fitting one regression tree to the residuals, we fit multiple trees
(10 in our experiments) and average the results. (Note that the total number of
trees is fixed in all the cases.)

In terms of bias and variance trade off, the gradient boosting algorithm always
decreases the bias but increases the variance while regularizing by shrinkage or
averaging effectively reduces the variance by learning multiple overlapping models.
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(a) Uniform prior (b) Exponential prior

Figure 4: Different features are selected if different priors are used. The exponential
prior biases the selection towards pairs of pixels which are closer together.

Unregularized Shrinkage Averaging

Error .103 .049 .049

Table 4: A comparison of the results on the HELEN dataset when different forms of
regularization are applied. We found similar results using shrinkage and averaging
given the same total number of trees in the ensemble.

We achieved similar results using the averaging regularization compared to the
more standard shrinkage method (table 4). However, regularization by averag-
ing has the advantage of being more scalable, as it enables parallelization during
training time which is especially important for solving large scale problems.

Cascade: At each level of the cascade the second level regressors can only
observe a fixed and sparse subset of the shape indexed features. Indexing the
features based on the current estimate is a crude way of warping the image with a
small cost. Table 5 shows the final error rate with and without using the cascade.
We found significant improvement by using this iterative mechanism which is in
line with previously reported results [7, 2] (Note that for a fair comparison here we
fixed the total number of observed features to 10× 400 points).

# Trees 1 × 500 1 × 5000 10 × 500

Error .085 .074 .049

Table 5: The results show the importance of using a cascade of regressors as opposed
to a single level ensemble.
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Figure 5: Average error at each level of cascade is plotted with respect to number
of training examples used. Using many levels of regressors is most useful when the
number of training examples is large.

Training Data: To test the performance of our method with respect to the
number of training data, we trained different models from different sized subsets of
the training data. Table 6 summarizes the final results and figure 5 is a plot of the
error at each level of the cascade. Using many levels of regressors is most useful
when we have large number of training examples.

# Examples 100 200 500 1000 2000

Error .090 .074 .059 .054 .049

Table 6: Final error rate with respect to the number of training examples. When
creating training data for learning the cascade regressors each labelled face image
generated 20 training examples by using 20 different labelled faces as the initial
guess for the face’s shape.

We repeated the same experiments with the total number of augmented exam-
ples fixed but varied the combination of initial shapes used to generate a training
example from one labelled face example and the number of annotated images used
to learn the cascade (Table 7).

Augmenting the training data using different initial shapes is a way of expanding
the dataset in terms of shape. To achieve invariance to appearance (texture and
lighting) changes we still need to use more annotated images. Although the rate
of improvement gained by increasing training data quickly slows after the first few
hundred images.

Partial annotations: Table 8 shows the results of using partially annotated
data. 200 training examples are fully annotated and the rest are only partially
annotated.
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# Examples 100 200 500 1000 2000
# Initial Shapes 400 200 80 40 20

Error .062 .057 .054 .052 .049

Table 7: Here the effective number of training data is fixed but we use different
combinations of the number of training images and number of initial shapes used
for each labelled face image.

# Examples 200 200+1800(25%) 200+1800(50%) 2000

Error .074 .067 .061 .049

Table 8: Results of using partially labelled data. 200 examples are always fully
annotated. The values inside the parenthesis show the percentage of landmarks
observed.

The results show that we can gain substantial improvement by using partially
labelled data. Yet the improvement displayed may not be saturated because we
know that the underlying dimension of shape parameters are much lower than
the dimension of the landmarks (194 × 2). There is, therefore, potential for a
more significant improvement with partial labels by taking explicit advantage of
the correlation between the position of landmarks. Note that the gradient boosting
procedure described in this work does not take advantage of the correlation between
landmarks. This issue will be addressed in a future work.

4 Conclusion

We have described how an ensemble of regression trees can be used to regress the
location of a set of landmarks from a sparse subset of intensity values extracted
from the image. The presented framework has the advantage of being faster in
reducing the error compared to the previous work and can also handle partial or
uncertain labels. While major components of our algorithm treat different target
dimensions as independent variables, for a future work we intend to take advantage
of the correlation of shape parameters for more efficient training and a better use
of partial labels.
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Figure 6: Final results on HELEN database.
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Figure 7: Final results on HELEN database.
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Figure 1: Our method starts with estimating dense correspondences on an input
depth image, using a discriminative model. A generative model parametrized by
blend shapes is then utilized to further refine these correspondences. The final cor-
respondence field is used for per-frame 3D face shape and expression reconstruction,
allowing for texture unwrapping, retexturing or retargeting in real-time.

Abstract

This paper contributes a real time method for recovering facial shape and
expression from a single depth image. The method also estimates an accurate
and dense correspondence field between the input depth image and a generic
face model. Both outputs are a result of minimizing the error in reconstructing
the depth image, achieved by applying a set of identity and expression blend
shapes to the model. Traditionally, such a generative approach has shown to
be computationally expensive and non-robust because of the non-linear nature
of the reconstruction error. To overcome this problem, we use a discrimina-
tively trained prediction pipeline that employs random forests to generate
an initial dense but noisy correspondence field. Our method then exploits a
fast ICP-like approximation to update these correspondences, allowing us to
quickly obtain a robust initial fit of our model. The model parameters are
then fine tuned to minimize the true reconstruction error using a stochastic
optimization technique. The correspondence field resulting from our hybrid
generative-discriminative pipeline is accurate and useful for a variety of ap-
plications such as mesh deformation and retexturing. Our method works in
real-time on a single depth image i.e. without temporal tracking, is free from
per-user calibration, and works in low-light conditions.
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1 Introduction

We address the problem of reconstructing 3D face shape and expressions in real-
time, given only a single depth image. As with the Kinect [36], we are motivated by
interactive gaming scenarios, in our case face retargeting or retexturing, where often
users will play in low-lighting conditions where color data is unavailable or limited.
Our method provides a per-frame estimate of the 3D face shape and expressions
using depth data only, avoiding any temporal information or tracking (which is
often prone to errors during large motions). It also avoids per-user calibration,
which can be a costly step in prior systems.

Per-frame, our method computes a dense correspondence field between an in-
put depth image and a canonical face model in real-time. We fit a deformable
face model, parameterized by a set of identity and expression blend shapes, to the
data. Minimizing the error in reconstructing the face in the observed depth im-
age lets us estimate the true parameters of the face model and in turn the dense
correspondence field. Traditionally this generative approach has been shown to be
computationally expensive and non-robust because of the non-linear nature of the
reconstruction error. To overcome this problem, we use a discriminatively trained
prediction pipeline which provides a robust initial solution. The correspondences
are then updated using a variant of the iterative closest point (ICP) algorithm to
get an initial fit and then further refined by minimizing the true reconstruction
error using particle swarm optimization (PSO).

Our discriminative pipeline first estimates an initial set of correspondences be-
tween the deformable model of the face and the data using random forests. Previous
methods for computing dense correspondences for deforming objects use the struc-
ture of a classification tree for constructing the regression forest [37, 35]. However,
we find that employing a joint classification and regression objective [21] leads to
more accurate correspondences. The correspondence field resulting from our hybrid
generative-discriminative (Figure 1) pipeline is accurate and useful for a variety of
applications such as mesh deformation and retexturing.

Related work: Early work on facial tracking and model fitting typically used
monocular RGB video sequences and tracked the motion of sparse 2D facial fea-
tures or triangulated 3D points across frames [3, 29]. Approaches typically used
parametric 2D or 3D shape models, which were matched against these sparse cor-
respondences in the video sequence. Approaches are therefore typically generative,
but some adopt discriminative methods for feature detection. Early work on fa-
cial tracking used variants of active appearance models [12] for parameterizing the
face in 2D. Whilst powerful for the initial detection of the face, these 2D linear
approaches fail to model complex motions or large deformations of the face. [4]
proposed a morphable 3D parametrization for the face, which has been adopted as
a richer representation in more recent work.

[10, 5, 39, 14] also extract blend shape parameters but from a sparse set of
visually tracked landmarks, to fit 3D morphable models to video sequences. They
demonstrate a variety of video editing tasks such as facial animation transfer and
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face replacement. Kemelmacher-Shlizerman et al. [27] and Li et al. [32] propose
purely discriminative approaches, which use sparse feature tracks and matching to
retrieve a 3D face model from a single RGB image. [19] use a pipeline that com-
bines sparse feature matching, blend shape estimation, and dense geometry recon-
struction (using optical flow and a shading based refinement step) to demonstrate
impressive 3D facial reconstructions from a single monocular sequence.

The RGB systems so far are non real-time in terms of performance. [44] use
a coarse 3D morphable model in combination with a 2D active appearance model
and sparse features for real-time facial tracking in video. More recent work has
shown how regression forests can learn to find a sparse set of facial features in
real-time [15, 26]. In [8], the 3D positions of facial landmark points are inferred by
a regressor from 2D video frames of an off-the-shelf web camera or mobile phone.
From these 3D points, the pose and expressions of the face are recovered by fitting
a user-specific 3D morphable model.

In the computer graphics community, facial tracking and modeling has received
much attention. Here algorithms aim at dense detailed facial capture for perfor-
mances. Given the desire for high-quality, complex multi-camera and motion cap-
ture rigs, costly scanner systems, custom lighting and studio conditions are required
[34]. Multi-camera rigs have been used to track markers or find dense correspon-
dences using invisible make-up [43, 18, 22]. [24] combines marker-based motion
capture with high quality 3D scanning for detailed capture of facial expressions.
Other dense 3D methods, track shape templates from a dynamic active 3D scanner
[42, 40], including non-facial shapes [30]. Whilst these methods exploit the dense
depth data only, they rely on very high quality input for robust tracking and esti-
mation. Our method works with commodity but noisy depth cameras. High-quality
facial performances have also been demonstrated with passive stereo camera setups
[7, 2, 38]. All these dense approaches produce high-quality results, but most require
complex, expensive setups and high computational costs.

With the advent of consumer depth cameras, many real-time head pose, facial
tracking and modeling pipelines have been proposed [41, 31, 6, 17]. Whilst demon-
strating impressive results, these real-time methods rely on both 2D sparse RGB
features and depth data. The RGB data is typically used to increase robustness,
given the noisy depth data. As such, these methods are limited to visible lighting
conditions, and are non-robust to extreme changes in illumination. Further, all
these systems use a personalized blend shape model, which requires either online
or offline per-user calibration. In contrast, recent work in full body pose estimation
[36] has freed itself from the RGB constraints by considering only depth images.
The seminal work uses a random forest to rapidly label the identity of every depth
pixel [36]. Our work is most similar to [37] that instead uses a forest to predict a
dense set of correspondences back to a canonical human body model. The model
is then fit to make the corresponding model and data points agree, but no update
to the correspondences is considered. The work [35] demonstrated that improved
pose accuracy can be obtained by updating the correspondences in addition to the
model parameters. We take a similar approach for the discriminative part of our
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pipeline, with the advantage that our method is more efficient and operates in real-
time. Note that we additionally employ PSO for tracking and further refinement.
Our contributions can be therefore summarized as follows:

1. We present a unified framework for dense correspondence estimation, and
facial shape and expression reconstruction. Our method operates in real-
time, requires only depth data, and reconstructs each frame independently.
Therefore our method is not prone to failures due to fast motion, is largely
invariant to different lighting conditions, and enables new interactive scenar-
ios. Our method also avoids expensive per-user calibration steps, and uses
only a generic face model for fitting.

2. Quantitative and qualitative results are presented verifying that our estimated
correspondence field is accurate enough for facial shape and expression recon-
struction, and retexturing in real-time.

3. In contrast to both [37] and [35] which have used similar approach for human
pose estimation, we directly minimize a true measure of reconstruction error
with PSO while still maintaining real-time speeds.

4. We demonstrate that using a classification objective only in the upper levels of
tree training helps with the multimodality of the correspondence distributions.

2 The Generative Model

We will use O = {zn}n∈I to represent the observed depth image where zn is the
depth of pixel n in the set I of image pixels. Similarly, we will use f(θ) = {ẑn(θ)}n∈I
to represent the depth of the pixels in the image rendered from the face model
(see below) with parameters θ. Given the observed depth image O, the posterior
distribution over the parameters θ of the face model is then defined as

Pr(θ|I) ∝ exp(−E(O, f(θ))) (1)

where E is the reconstruction error which measures the distances between the
observation and rendered image under the parameters θ. The Maximum a Posteriori
configuration of the face model parameters can be computed by solving the inverse
problem:

θ∗ = arg min
θ∈Θ

E(O, f(θ)) . (2)

For the remainder of this manuscript, we will make the dependence of the energy
on O and f implicit and simply write E(θ).

Parameterizing and rendering the 3D face model: We use a blend shape
based model for synthesizing 3D faces. This model is able to account for variation in
3D structure caused by both the identity of the user as well as his or her expression.
In this model, a base mesh {vbm}Mm=1 consisting of M vertices is deformed using a
linear combination ofNidentity identity blend shapes andNexpression expression blend
shapes. The i’th identity blend shape contains a 3D offset vsmi for each vertex m
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and likewise the i’th expression blend shape contains an offset vemi for vertex m. A
set of coefficients {αi}

Nidentity
i=1 determine how much of the identity blend shape i to

add to the base mesh. Similarly the set {βi}
Nexpression
i=1 determine the same for the

expression blend shapes.
Having specified the face model, we now describe how we use it to render an

image that can be matched with the given observations. We first generate a de-
formed mesh {vm}Mm=1 from the face model by applying the weighted vertex offsets
to the base mesh, and applying a global scaling s through

vm = s

vbm +
Nidentity∑
i=1

αiv
s
mi +

Nexpression∑
i=1

βiv
e
mi

 . (3)

The deformed mesh is then positioned in 3D using a rotation R ∈ SO(3) and
translation t generate a set of 3D points {pm}Mm=1 via

pm = Rvm + t . (4)

In total, the parameter vector θ of our model is simply the concatenation of
the identity blend shape weights {αi}

Nidentity
i=1 , the expression blend shape weights

{βi}
Nexpression
i=1 , global scale s, rotation R and translation t.
The observations f(θ) = {ẑn(θ)}n∈I ultimately take the form of a rendered

image that is produced by sweeping over each image pixel index n ∈ I and calcu-
lating a depth ẑn(θ). If the pixel index back projects to a point within the bounds
of our model (i.e. into the convex hull of the positioned vertex set {pm}Mm=1), we
simply employ standard graphics techniques to render the depth ẑn(θ). We denote
this set of foreground pixel indices as Ifg ⊆ I. For a pixel n in the background
Ibg = I − Ifg, we simply render a fixed background depth ẑn(θ) = 5000mm far
behind the mesh to simulate a wall.

The golden energy: We now describe the reconstruction error that implicitly
encodes the likelihood of seeing an observed image given the model parameters θ.
Given a depth image {zn}n∈I , we assume that pixels within the foreground come
from our generative model, whereas pixels in the background are not likely to. We
thus use a truncated L-1 difference between the rendered and the observed image
as the reconstruction error:

Egold(θ) =
∑
n∈ I

min(|zn − ẑn(θ)|, ζ) (5)

We refer to this error as the ‘golden’ energy of the model parameters, as it represents
how well the model, under parameters θ, fits the observed image modulo the known
deficiencies of our model (e.g. our naive constant background model).

Substituting equation 5 into 2, we get the model fitting optimization problem:

θ∗ = arg min
θ∈Θ

∑
n∈ I

min(|zn − ẑn(θ)|, ζ). (6)
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This is a hard non-linear optimization problem as it has numerous local minima and
even locally differentiating it is non-trivial [16]. One way to handle such problems is
to use a derivative free optimizer with a good initial guess. For this we employ the
PSO method [28] that works by evolving a population of P particles (i.e. solutions)
{θ1, ..., θP }. The rules for updating these particles are standard and we refer the
reader to [28] for more details. Briefly though, the swarm’s movement is designed
to strike a balance between global exploration of the parameter space and local
exploitation of the collective knowledge that it has obtained from each particle’s
evaluation. In theory, PSO is capable of performing a robust global optimization
when enough particles are allowed to evolve for sufficiently many generations, how-
ever, doing so is prohibitive for a real-time application. It is thus crucial that we
have a good initial guess and that we only use PSO to perform a fast local deriva-
tive free optimization of (5). We thus return to the use of PSO in section 4 and
now consider an alternative energy which we can use to obtain such a good initial
guess.

The silver energy: To this end, we back project the foreground depth pixels
to obtain a 3D data point cloud {xn}

Nfg

n=1, where Nfg is the number of such pixels.
We assume that each data point xn is a noisy observation of a point S(u; θ) on
the surface of our model. Here u ∈ Ω is a coordinate (i.e.a triangle index and
barycentric coordinate) in the (2D) surface domain Ω of our surface. Assuming a
Gaussian noise model, this allows us to define a new energy based on the distance
from each observation to the models surface as

Esilver(θ) =
Nfg∑
n=1

min
u∈Ω
‖S(u; θ)− xn‖2 . (7)

By naming, for each data point xn, a corresponding model coordinate un we can
pass the inner minimizations through the summation and rewrite this as

Esilver(θ) = min
u1,...,uNfg

Nfg∑
n=1
‖S(un; θ)− xn‖2 . (8)

This allows us to define yet another energy

E′silver(θ, U) =
Nfg∑
n=1
‖S(un; θ)− xn‖2 (9)

defined both on the block of parameters θ and a block of surface coordinates U =
{u1, ..., uNfg

} ⊆ Ω. Importantly Esilver(θ) = minU E′silver(θ, U) ≤ E′silver(θ, U)
for any U , and thus we can approach minimizing (7) by minimizing (9). When
S(u; θ) is differentiable and there is a procedure available for calculating u∗(x; θ) =
arg minu∈Ω ‖S(u; θ) − x‖2, one can perform coordinate descent on the θ and U to
obtain a classical iterative closest point method [13].
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In our case, we use the M vertices of our mesh to provide a discretization
Ω′ = {u′1, ..., u′M} of Ω where S(u′m; θ) = pm is well defined from (4). We then
desire to minimize (9) but use a set of surface coordinates U ′ restricted to this
discretization (i.e. U ′ ⊆ Ω′). Importantly,

Esilver(θ) = min
U⊆Ω

E′silver(θ, U) ≤ min
U ′⊆Ω′

E′silver(θ, U ′) (10)

where the first bound gets tighter as we optimize for U and the second bound can be
made very tight using a dense enough mesh. This is the case for our discretization
where M = 11211, a number close to the typical number of pixels on the face.

To minimize E′silver(θ, U ′) we observe that our restriction allows us to satisfy
both properties needed to craft a classical iterative closest point algorithm. The
function S(u′; θ) for fixed u′ ∈ U ′ defined by (4) and (3) has well defined derivatives
that are straightforward to compute. The function u′∗(x; θ) = arg minu′∈Ω′ ‖S(u′; θ)−
x‖2 is now approachable by, for example, iterating over the M possible values in
Ω′. We show in the next subsection, how we obtain a good initial guess for U ′ and
now provide more details about how we efficiently perform coordinate descent on
E′silver(θ, U ′).

Our procedure for optimizing over θ while holding U ′ fixed exploits the avail-
ability of derivatives and the squared error terms in the energy. This allows
us to exploit the Gauss-Newton approximation J(θ)tJ(θ) of the Hessian H(θ),
where J(θ) is the Jacobian, and perform powerful second order Gauss-Newton
step θk+1 = (J(θk)tJ(θk))−1J(θk)tr(θk) where r(θk) is the vector of residuals at
step k. We use the publicly available Ceres implementation [1] of the popular
Levenberg-Marquardt variant [33] that simply damps the J(θk)tJ(θk) matrix when
the quadratic approximation fails to yield a good step. This variant combines the
advantage of quadratic convergence when the quadratic approximation is valid (e.g.
provably so near local minima) with a graceful degradation to first order gradient
descent when the approximation fails to allow progress to be made.

Our procedure for optimizing over U ′ while holding θ′ fixed is carefully designed
to maintain real-time speeds. Indeed, the naive method of calculating u∗(x; θ) =
arg minu′∈Ω′ ‖S(u′; θ) − x‖2 by iterating linearly over the elements of Ω′ results
in an algorithm with a O(NM) complexity. It has been suggested [35] to use a
KD-Tree to reduce the complexity to O(NlogM), but it is not obvious how to
implement the tree construction at real-time speeds. In fact, as we are searching
over model points dependent on θ, and not data points which are independent of θ,
one has to construct a new KD-tree at every iteration. In order to obtain real-time
speeds, we instead perform a simple but effective local approximation that is easily
parallelizable. We rely on the GPU to quickly render our model into 3D and only
search for rendered vertices in a small local neighbourhood that back projects from
a rectangular patch surrounding each depth pixel.
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3 Discriminative Model

Our discriminative model consists of a random forest of binary decisions trees. For
each pixel in the input depth image, the forest predicts its corresponding position
u′ ∈ Ω′ on the canonical face model. This approach is similar to [37] that has been
applied to body pose estimation task. To train their forest, Taylor et al. use a
surrogate classification objective based on body parts, which has been shown to
achieve higher accuracies than a pure regression objective in [20]. In this paper, we
show that a hybrid objective yields better results than both a pure classification
and a pure regression objective for our application.

The decisions that each split node of the trees make are based on the simple
depth-invariant depth comparison features (fφ) proposed in [36]. Although ex-
tremely lightweight to compute, these features have been shown to be powerful for
a variety of tasks [36, 37, 20]. At each node, our training algorithm processes a
sample set Q as follows:

1. A pool of features φ = {φi}|φ|i=1 is randomly selected.

2. For each feature φi, a set of candidate thresholds {τij}|τ |j=1 is selected.

3. For each set of split parameters z = (φ, τ), samples Q are divided into left
and right partitions: Ql(z) = {Q : fφ < τ} and Qr(z) = Q \Ql(z).

4. The optimal parameter z∗ is chosen to maximize the information gain (G(z))

G(z) = H(Q)−
∑
s∈(l,r)

|Qs(z)|
|Q|

H(Qs(z)) (11)

H(Q) = αH∗ + (1− α)H† (12)

with α = 1(depth ≤ L). In the above, L indicates the depth at which we
switch the objective from that of classification to regression. The classification
objective is based on the Shannon entropy defined over part classes whereas
the regression objective is simply a measure of correspondence variation

H∗(Q) = −
∑

c∈classes

P (c) logP (c) (13)

H†(Q) = Tr(Λ(Q)) . (14)

In the above, P (c) is the proportion of samples in Q with class label c, and
Λ(Q) is the covariance of the regression target labels in Q.

5. If the appropriate information gain G(z∗) can be made sufficiently large, the
split is accepted. The algorithm then continues recursively down the right
and left branches until a maximum depth is achieved or the sample set in a
node becomes small.
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Algorithm 1 Pseudo-code of our hybrid single frame model fitting and correspon-
dence finding procedure. The same algorithm is used for both identity and expres-
sion fitting by setting Nexpression or Nidentity to zero respectively. In the latter case,
the base mesh is assumed to have been morphed to incorporate the identity.
Initialize scalars {αi}

Nidentity
i=1 and {βi}

Nexpression
i=1 to zero.

Evaluate forest on depth image to obtain initial U ′.
Solve for optimal R, t, s holding everything else fixed.
for i = 1 to NICP do

Optimize {αi}
Nidentity
i=1 and {βi}

Nexpression
i=1 , R, s and t using LM.

Update U ′ using closest point approximation.
end for
Initialize PSO by sampling near current solution.
for i = 1 to NPSO do

Evolve PSO Swarm.
Update U ′ using closest point approximation.

end for

Lastly, we use the mean-shift algorithm [11] on the empirical distribution that ends
up in each leaf to find the modes of the distribution. At test time, each decision
tree is traversed based on its selected features until a leaf node is reached and the
set of all modes found by mean shift are aggregated. The final output of the forest
is the correspondence u′ closest to the strongest mode in this aggregation.

4 Hybrid Method

We now return to our original task of minimizing the golden energy (5) to recover
both the model parameters and a good set of correspondences. Although this
energy is difficult to optimize directly, we have now developed the necessary tools
in the previous section to develop our hybrid method that can rapidly obtain a
good minimum.

We start by detecting the head using a standard skeleton tracker [36] and remov-
ing the outliers by simple distance thresholding. Then, the algorithm, described in
Algorithm 1, leverages our discriminative correspondence to obtain a good initial
guess for the correspondences U ′ used in our proxy generative model described by
the silver energy. We set all of the blend shape weights to zero and solve simulta-
neously for an initial optimal global scale, translation and rotation [23]. We then
perform NICP iterations of an iterative closest point algorithm by alternating be-
tween a continuous optimization of θ and a discrete update of U ′ as described in
Section 2 to get close to a local minimum of (7). Note that, in practice, we add
a small regularizer λ

∑Nexpression
i=1 ρ(βi) to (7) 1 which we find helps condition the

1Here ρ is the Huber error functional [25]
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optimization. We then sample near the current solution to construct a population
of PSO particles, which rapidly refines the solution locally to drive down (5).

Our algorithm can be used in two different modes of operation: identity fit-
ting and expression fitting. In identity fitting, only identity blend shapes are
used (i.e. Nexpression = 0) to fit the shape of the user in a neutral pose. These
identity blend shapes can then be incorporated into the base mesh by setting
vbm ← vbm +

∑Nidentity
i=1 αiv

s
m for m ∈ {1, ...,M}. The algorithm, can then be

switched to expression fitting mode where only expression blend shapes are used
(i.e. Nidentity = 0) as the base mesh has been fit to the identity of the user.

5 Experiments

This section details a set of experiments that we have performed to evaluate different
components of our system individually and as a whole. We use synthetic data to
train and test our system, and also provide qualitative generalization results on real
depth images 5.

Evaluation of correspondence prediction: To train our discriminative
model, we use third-party software to generate synthetic images. For each image, we
randomize the model parameters between reasonable limits and render a synthetic
depth image, an image with part annotations and an image that encodes ground
truth correspondences. We synthesize 10, 000 images of size 320× 240 and sample
2000 pixels from each to train the random forest. Features at each split node are
selected from a pool of 5000 random features. Our final forest consists of 3 trees of
depth 20.

As described in Section 3, we train our random forest with a combined objective
(12), which includes a classification term for the coarser part labels and a regression
term for the finer correspondence labels. Intuitively, the signal that the classification
objective provides, helps regularize the tree in the initial levels, which implicitly
isolates the multiple modes of the distribution of the regression labels. This in
turn makes the regression objective more effective in the deeper levels of the tree.
Figure 2 shows that the hybrid objective function performs better than using a pure
classification or pure regression objective.

Evaluation of model fitting strategy: Our generative model uses a total of
50 blend shapes to represent the face. These include Nidentity = 40 and Nexpression =
10. The silver and golden energy described in Section 2 allows us to evaluate the fit
of our generative model to the observed depth data. In addition, we are specifically
interested in the inference of the expression weights {βi}

Nexpression
i=1 and data model

correspondences U ′ = {u′i}
Nfg

n=1. In a single image, we measure the expression error
as

eexpression =
Nexpression∑

i=1
(βi − βgt

i )2 . (15)
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(b) Correspondence error

Figure 2: Effect on classification (a) and correspondence regression error (b) re-
sulting from varying the switching depth L. Note that naturally using a pure part
classification objective (L = 20) does lead to better classification but as we desire
to minimize correspondence error, we should switch objectives for the last few levels
(L = 15).

For a single foreground pixel, we measure the correspondence error as

ecorrespondence = ‖S(u; θ0)− S(ugt; θ0)‖ (16)

where θ0 is simply the parameter setting that yields the undeformed base mesh
model.

Evaluation of silver energy optimization: We begin by demonstrating how
optimizing the proxy objective (9) allows us to rapidly reduce the error in (7), the
silver energy. This is demonstrated in panel (a) of Figure 3, where we can see a
significant decrease as the first ICP step corrects the errors in the forest predictions
(see panel (c)). As further ICP steps are taken, the model parameters slowly adjust
in tandem so that more accurate correspondences can be acquired (see panel (c)).
As expected, there is high correlation between the silver and golden energies, and
we manage to greatly decrease the golden energy by minimizing the proxy silver
energy, which can be seen in panel (b). Not surprisingly, a better fit of our model
also allows us to acquire more accurate expressions as shown in panel (d). Again,
the key result here is that by optimizing (9) we are able to simultaneously drive
down all relevant energies and errors.

Evaluation of golden energy optimization: We now analyze the ability
of our complete hybrid method that refines the result of the previous section by
directly optimizing the golden energy with PSO. This is summarized in Figure 4,
where it can be seen that 10 iterations of PSO brings us substantially further down
in energy. In panel (c) it can be seen that the expression error actually increases
after 10 iterations of PSO. In panel (d), we see that the expression error lowers
again if we continue to 100 iterations. This is not unexpected behavior, as the
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forehead eye temple cheek ear nose mouth jaw average
RF 14.453 9.274 12.871 9.575 14.687 9.634 11.141 9.551 10.554
ICP 1 5.086 4.637 4.934 5.037 4.546 5.413 6.017 5.227 5.079
ICP 5 3.824 3.761 4.268 4.215 3.747 4.676 5.261 4.613 4.299
PSO 1 3.729 3.673 4.252 4.120 3.803 4.476 5.145 4.705 4.260
PSO 5 3.600 3.560 4.266 3.965 3.829 4.190 4.828 4.704 4.151
PSO 10 3.580 3.528 4.308 3.926 3.825 4.134 4.732 4.667 4.115

Table 1: Average correspondence error over facial parts at different stages of the
pipeline. The error is given in millimeters.

blend shape regularization contained in the silver energy is not contained in the
golden energy. Although it is helpful to quickly get to a stable and robust result,
PSO takes a bit of time to undo this overfitting. Interestingly, a better fit to the
data only translates into a moderately better correspondence error (panel (b)) but
closer inspection shows that the error actually does drop significantly in key regions
of the face. This is demonstrated in Table 1 shows that the correspondence error
in the important mouth and nose regions is reduced considerably.

Qualitative results on real data: We demonstrate qualitative results on
real data in Figure 5 and supplementary material. In panel (e) we can see the
reconstructed face model and in panel (d) the final set of correspondences. To
demonstrate the accuracy of the correspondence field, we use our method to extract
textures from users’ faces and also paint on these to create visual effects. This
can be done in real-time (>25Hz), as shown in the performance section of the
supplementary material and accompanying video.

6 Conclusion

We presented a real-time algorithm for fitting a complex but generic face model to
a single depth image of an arbitrary face. In addition to the fit model, we also are
able to infer the expression weights and a dense data-model correspondence field.
Our system is real-time allowing 3D facial shape and expressions to be used for
interactive scenarios such as retargeting and retexturing. In addition, we demon-
strate empirically how the various components of our algorithm drive down the
”golden energy”, which we argue is the natural energy to minimize. We show that
this energy is highly correlated with the other two quantities that we are interested
in estimating, namely the correspondence error and expression error. Unlike other
related methods, our method relies only on per-frame depth, avoiding tracking fail-
ures due to fast motions, working in low-lighting conditions, and removing the need
for per-user calibration. Moreover, our discriminative pipeline estimates a dense
correspondence field, making it more robust than methods that rely on a small
number of landmarks which can easily be occluded.

Naturally, our method is only robust to moderate occlusions. This is due to our
use of a truncated loss function in the final optimization of the golden energy and
due to the locality of forest features. The latter helps the forest provide a "good
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(c) Corr. error
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(d) Expression error

Figure 3: Cumulative distribution of (a) silver energy, (b) golden energy, (c) corre-
spondence error, and (d) expression error at different iterations of ICP. ICP proce-
dure reduces all the error measures while optimizing over the silver energy.

enough" initialization to the (largely local) optimization of the former. Larger oc-
clusions are not currently handled, but could be alleviated by synthesizing occluded
faces for training. Additionally, as with other machine learning techniques, we are
of course limited by the expressiveness of our model and the variety of our train-
ing data. Improving the richness of our model and handling occlusions remains
interesting areas of future work.
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