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ABSTRACT 
In this paper, an experimental study is presented on navigation 

in a 3D virtual environment by blind and visually impaired people 
with haptic and audio interaction. A simple 3D labyrinth is 
developed with haptic and audio interfaces to allow blind and 
visually impaired persons to access a three-dimensional Virtual 
Reality scene through senses of touch and hearing. The user must 
move from inside of the labyrinth to find an exit. Objects with 
different shapes can be found inside the labyrinth with walls around 
them. Different navigation tools were designed in order to assist 
their spatial orientation and mobility with haptic and audio cues. 
The result of the experimental study with qualitative analysis is an 
investigation on the accessibility and usability for blind and visually 
impaired people to play online 3D virtual reality games like Second 
Life in a haptic and audio virtual environment. This description can 
later serve as an input to innovative presentations on cognitive 
mapping, orientation and navigation of spatial structures using 
haptic and auditory displays. 
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1 INTRODUCTION 
Blind or visually impaired persons always have problem on 

mobility and orientation both indoors and outdoors. They often do 
not leave their homes alone or visit new places as it is hard for them 



to understand the pathway and landmarks before leaving the 
house. The problem of planning routes for city journeys affects 
blind and visually impaired people. The result is that blind and 
visually impaired people must depend on the assistance of sighted 
people to plan and undertake journeys that sighted people can 
undertake independently.  

With the development of haptic and audio technologies, it is 
possible to design interfaces that allow blind and visually impaired 
persons to access to a three-dimensional Virtual Reality 
environment through the senses of touch and hearing.  On one 
hand, it could be used for route planning to understand the 
pathway with landmarks before leaving the house; On the other 
hand, it enhances the possibility and accessibility for blind and 
visually impaired people to play 3D VR game like Second Life in a 
3D haptic and audio virtual environment [M. de Pascale, et. al, 
2008]. Interaction and design issues are common in these two 
research situations in order to improve usability and the user 
experience. 

The interaction and design issues could be in terms of the way 
of navigation, cognitive mapping, how to orientate and move in an 
unknown space. This study is not mainly concerned with hardwarea 
nd software development but looks towards interaction and design 
issues to improve usability and the user experience. A simple 
labyrinth was developed with haptic and audio interfaces to allow 
blind and visually impaired persons to access to the three-
dimensional Virtual Reality environment through the senses of touch 
and hearing. The user must move inside of the labyrinth to find an 
exit. Objects with different shapes can be found inside the labyrinth 
with walls around them. The main goal of this study is to investigate 
the way of navigation, cognitive mapping of unknown space, spatial 
orientation and mobility by blind and visually impaired people with 
haptic and audio interactions. Finally, throughout the experimental 
study, we try to understand users’ requirements, particularly in 
terms of accessibility，usability and user experience for blind and 
visually impaired users, using qualitative analysis. 

2 BACKGROUND 
Adams described three phases of navigation [C. Adams. 1997]: 

preparation, gross navigation, and fine navigation. The first phase 
includes getting an overview of the destination area and creating a 
route to get there. Blind people perform this process usually at 



home in a safe environment. The gross navigation is performed on 
the way. The main task of this phase is to get from one way point to 
the next way point of the planned route. The fine navigation process 
contains tasks like obstacle detection, perceiving the material of the 
floor etc. However, these systems are employed when the user 
already is on his or her tour. With our approach we aim to provide 
users the experience of a walking tour in a 3D virtual environment 
which could be used as the preparation navigation phase. 

        The navigational problems for visually impaired people in 
using 3D virtual environments have largely been underestimated in 
haptic and audio research. Although there is an acknowledgement 
that the "lost in hyperspace" phenomenon exists and various 
innovative navigational systems have been developed, these have 
not been clearly derived from user requirements, nor have they 
been evaluated in terms of their effectiveness in supporting users.  

An effort to explore the possibilities that haptic and audio 
technologies can offer to navigation in a 3D virtual game, and to 
provide blind users with an easier, more interactive and immersive 
experience is valuable. 

2.1 Related work 
The research concerning haptic perception and rendering 

techniques has increased rapidly during the last few years, and 
results have shown the significant role that haptic feedback plays in 
graphical user interfaces [Gupta et al. 1997; Hasser et al. 1998; 
Hurmuzlu et al. 1998]. Designers are beginning to realize the 
advantages of haptic displays in order to help blind individuals to 
overcome the challenges experienced when accessing and 
exploring the web [Kuber 2007]. The touch modality has also been 
shown to make it possible for visually impaired to explore and 
navigate virtual environments [Sjostrom 2001]. The interaction is 
enriched by the use of the sense of touch, since visually impaired 
users can identify objects and perceive their shape and texture. In a 
recent EU project, “Pure Form”, the aim was to develop a haptic 
display for exploration of virtual copies of statues at museums in 
order to make them accessible to visually impaired people, 
[Bergamasco et al. 2001; Bergamasco and Prisco 1998; Frisoli et al. 
2002].   

Haptic interface technology enables individuals who are blind to 
expand their knowledge by using an artificially made reality built on 
haptic and audio feedback. Research on the implementation of 



haptic technologies within Virtual Environments (VEs) has reported 
the potential for supporting the development of cognitive models of 
navigation and spatial knowledge with sighted people (Witmer et 
al., 1996; Giess et al., 1998; Gorman et al., 1998; Darken and 
Peterson, 2002) and with people who are blind as well (Colwell et 
al., 1998; Jansson et al., 1998).  

Studies about walking in digital environments are available, as in 
[S. Razzaque, et al 2001], where the virtual scene interactively 
rotates about the user, such that the user is made to continuously 
walk towards the farthest “wall" of the tracker. In [M. Usoh, 1999], 
the authors studied the sense of presence of subjects immersed in 
a virtual environment during a real walking, a virtual walking 
(walking-in-place), and a virtual flight. Lahav and Mioduser in [2008] 
created a multi-sensory virtual environment enabling blind people to 
learn how to explore real life spaces (e.g. public buildings, schools 
or work places). The user interface of their proposed virtual 
environment consists of a real rooms and objects simulation where 
users can navigate using a force feedback joystick. Afterwards, 
further studies about the interaction with virtual objects and 
navigation in virtual environments have been presented [O. Lahav 
and D. Mioduser 2008]. 

The use of the internet and access to information through the 
web has been researched gradually. Making easier access to this 
information channel for blind subjects has been the subject for 
several studies. Hardwick et al. [A. Hardwick et al 1998] proposed 
to use haptic devices to perceive the 3D images of internet pages, 
represented in the VRML way. Ad-hoc haptic interfaces have also 
been created to improve access for visually impaired people to 3D 
computer graphics, exploiting the sense of touch. In [C. Avizzano, 
et al 2003, R. Iglesias, et al 2004] authors presented the GRAB 
system, a new haptic device provided with a set of utilities and 
applications that allow blind persons to explore a 3D world through 
touch and audio help.  

An effort to explore the possibilities that haptic technologies can 
offer to multiuser online virtual worlds, to provide users with an 
easier, more interactive and immersive experience [Maurizio de 
Pascale, 2008]. They developed a haptic-enabled version of the 
Second Life Client. Two haptic based input modes have been 
added which help visually impaired people to navigate and explore 



the simulated 3D environment by exploiting force feedback 
capabilities of these devices. 

Interfaces that convey information through multiple sensory 
modalities make it easier for visually impaired people to access 
information in the computer. There have been some approaches 
showing that 3D sound is suitable to convey spatial information for 
blind and visually impaired people. 3D sound can be used, which 
combines a concurrent auditory presentation of information objects 
with their spatial layout.  

With their interactive 3D sonification for the exploration of city 
maps, Wilko Heuten, et.al, provide an auditory support to get a 
cognitive understanding of the route and its acoustic and physical 
landmarks. Virtually exploring the map, a user can build a mental 
model of the city using sound areas. For each navigation point the 
user will get an acoustic impression of the objects close by and 
further away and their direction location on the map by providing a 
3D sound experience of the current virtual map environment [Wilko 
Heuten, et.al,  2006].  The usage of 3D sound to help navigation in 
immersive virtual environments has been investigated in [T. Lokki 
and M. Grohn 2005]. The results show, that sound cues can be 
used for navigation in 3D environments. Walker and Lindsay [B. N. 
Walker and J. Lindsay 2006] examine non-speech beacon sounds 
for navigation and path finding. Their conclusion shows, that that 
the non-speech auditory interface can definitely be used for 
successful navigation.  

However, very few researches have focused on accessibility, 
usability and user experience when visually disabled users use 
haptic devices to navigate in a haptic audio virtual worlds. With our 
haptic-audio based VE, blind and visually impaired users can 
access the information of 3D virtual environment in order to:  
familiarize with the spatial layout, follow and understand routes and, 
locate important and/or specific facilities and learn orientation and 
mobility. The users will interact with the 3D VR through the sense of 
touch and audio information. Through investigating the exploration 
process of an unknown space by blind subjects, especially the 
ways of navigation, spatial orientation and mobility with a 
haptic，audio-based VE, We focus on understanding users’ 
feelings, requirements on such 3D haptic and the audio virtual 
environment, particularly in terms of accessibility, usability with 
qualitative analysis. 



3 EXPERIMENTAL STUDY 
A study has been conducted in order to investigate the 

exploration process of a 3D virtual Labyrinth by blind subjects, 
especially the ways of navigation, spatial orientation and mobility 
with a haptic, audio interface. 

3.1 Participants 
Two blind and two visually impaired participants attended in the 

study. Their age span was 35-55 years. The participants tried the 
Labyrinth prototype individually. The users that were going to do 
the test were selected by the following standard. They have strong 
interests in computers. They often use a computer at home and 
would like to access 3D virtual world for road planning or for playing 
games and entertainment.  

3.2 Prototype 
The prototype investigated in this study, is a three-dimensional 

haptic, auditory and visual virtual environment (Fig.1). The scene is 
a Labyrinth with walls and floor that have different and 
discriminable textures applied to them that can be felt using a 
haptic device. The environment contains a number of blocks and 
balls. Their shape and surface friction can also be felt. This 3D 
Labyrinth prototype is a structured description of 3D VR scene 
based on the X3D, an XML based format. A phantom Omni (on the 
right of figure 1)was used as the haptic device to control walking in 
the 3D labyrinth. Appropriate force feedback is rendered when a 
collision with obstacles occurs (such as bumping into a wall, 
another avatar or objects). The haptic device is used to provide 
vision for exploring the environment. The sky is not considered for 
collision. With this application, the user will be able to interact 
haptically with the different elements of a 3D VR scence, such as 
blocks, ball, roads, interest points, walls, etc. The users feel and 
recognize different geometrical shapes by means of force feedback. 
The users can move around, touching, hearing, in order to find an 
interest point, get information about the user position, and get the 
inventory of the space. 



 
Fig. 1.A 3D haptic audio virtual environment. 

 
A type of auditory feedback was implemented in the application. 

Two of the auditory cues are different piece of music playing at the 
entrance and exit separately. The volume of the sound is 
changeable according to the distance to object. It could be heard 
every time the avatar is close to a specific area, such as closing to 
exit. This audio information is non-speech information. With the 
volume characteristics of the audio, users can link their progress 
with the sound of their direction and distance to a specific area or 
object. 

3.3 Apparatus 
In the experiment, a Dell Precision Laptop with two dual core 

processors was used as the main hardware. One PHANTOM 
Omni(Fig.2), the haptic device that was connected serially to the 
Laptop. Because our aim is to create a 3D haptic virual environment 
for game or entertainment for visually impaired users, there is no 
requirement for a very powerful computer configuration. The H3D 
API 2.0 (an open source API), X3D, Python and Visual Studio .NET 
2003, are employed for the application. H3D API can be used both 
as an API to implement C++ applications, and as a loader of 
applications built in X3D and Python. In the latter case the H3D 
system provides two executables that can be used to load the X3D 
file that defines the VR world. H3DLoad is a command-line tool that 



in its simplest use loads a specified X3D file. Camstudio was used 
for screen capturing during the experiment sessions. 
 

  

 
Fig. 21. Experiment setting on the left and one Phantom Omni 

force feedback device on the right 
(source: SensAble Technologies Inc). 

3.4 Procedure 
The experiment was divided into three parts; one training 

session for the participants, one test session and one interview 
session. 

 First of all, the researchers gave introductory information about 
the aim of the experiment, followed by instructions on how to use 
the haptic devices. The participant then got the opportunity to work 



with a demo program for some minutes, in which the user could feel 
different textures and surfaces applied to several cubes. They 
practiced how to feel the shape of an object, how to navigate in the 
three-dimensional environment and how to walk around with the 
audio guide. We made sure, before the real tasks were loaded, that 
the participants felt comfortable of working the haptic environment.  

After the training session, which lasted for about 15 minutes, 
subject started to navigate in the virtual Labyrinth with given tasks.  
They need to find out what objects are included in a given place, or 
reach for an exit of the labyrinth starting from an unknown 
orientation. They were also asked to look for a single avatar instead 
of a group of avatars, and identify the size of object when they walk 
inside of the virtual labyrinth. All users found it easy to detect and 
reach an exit with the audio guide. 

When the tasks were completed, users were interviewed in a 
followed interview session. The interview was semi structured and 
lasted for about 20 minutes. The interview session aimed at 
investigating the usability aspects with haptic and audio interaction. 
Some of questions were “Can the blind and visually impaired 
people access the 3D haptic and audio environment?”, “What 
strategies and processes people use for exploring an unknown 
space?”,  “Can they use haptic or audio aids to perceive shapes of 
objects and for orientations, familiarise with the spatial layout, 
follow and understand routes, locate important and/or specific 
facilities and learn orientation and mobility?” and What were their 
ways of navigation, spatial orientation and mobility with a haptic 
and audio based VE?”. 

Questions about navigation, cognitive mapping of unknown 
space, spatial orientation and mobility for blind and visually 
impaired people to play 3D haptic virtual reality game were also 
asked to give us more insight on how haptic and audio interfaces 
might support these aspects. Some of the other questions related 
are: “What strategies did you use for exploring an unknown 
space?”, “Did the haptic and audio aids provide an effective 
support for mobility and orientation?”,and “What more 
requirements do you see for haptic and audio aids?”. 

3.5 Analysis 
A video analysis was performed after the test sessions in this 

study. The observation of the video recordings was not guided by 
fixed categories. The categories identified as interesting during the 



analyses were: accessibility, usability, navigation, modality aids. 
The video recordings of the interaction in the virtual environment 
were analyzed. Major interactive actions were recorded using the 
video analysis software Transana. Each piece of data was 
categorized (piece of data were description of events). Particular 
actions are extracted as a way to illustrate findings. 

The interviews were transcribed in their entirety. Annotations 
were made for each meaningful unit of the data material and a 
number of categories were defined. The data was analyzed in this 
way for each user. Finally, the results from all users were compared 
in order to obtain general findings and interesting patterns in the 
results as well as unique findings.  

4 RESULTS AND FINDINGS 
In this section the important findings are described which 

derived from the qualitative analyses of the experiment. It is 
interesting to observe the experimental process and have 
interviews with all the participants. 

4.1 Accessibility 
According to the interview, all users admitted that it was 

possible to feel things and walk in the Labyrinth, and to distinguish 
between objects, textures and heights with the haptic device. Once 
they realized that a sound will appear when they are approaching a 
certain area, they started to be faster to reach closer to the area 
where the audio raised. In this way, they can move from the start to 
the exit quickly and precisely. A difference between the participants 
is that two of them never played this kind of VR computer game 
before. They had never navigate in a 3D virtual environment with 
haptic device before. What they do most is checking emails with 
computer. Therefore it took them time to understand the 
environment, what’s happening in there and it took them also time 
to walk virtually around to find the destination. However, one of the 
participants has 8% vision, and also has experience on playing on-
line computer games under the assistance of families or friends. 
Therefore, it is pretty much easier for him to play around, 
understanding the environment very quickly. He just used few 
minutes to finish the tasks. As for audio aids, the participants said it 
is really important to have the audio assistance for them to find their 
ways towards target. Otherwise, it will be impossible for way 



finding. We could see audio design improve their accessibility in 
such haptic 3D virtual environment. 

4.2 Usability 
Generally, all of the participants had no problem in using the 

haptic equipment. It was also possible for them to feel things and to 
distinguish between objects, textures and heights.  From the 
observations, the interaction with haptic and audio design was used 
in the intended way. All participants can use haptic device to 
navigate in such haptic 3D virtual labyrinth. When we raise the 
question “Can you use haptic or audio aids to perceive shapes of 
objects and for orientations, Familiarize with the spatial layout, 
follow and understand routes, locate important and/or specific 
facilities and learn orientation and mobility?”, most of the 
participants said “yes”, but in different level. One participant said, 
after practicing in the haptic environment for a while, said “yes”, but 
according to him, some of the 3D models should be enlarged. It 
also would be good to have options for users to enlarge the haptic 
force feedback by themselves if it is possible, as well as to design 
the texture on the surface of a certain object with more sensitive 
textures. It would be helpful and easier for them to understand the 
spatial layout.  

Regarding audio aids in such a haptic virtual environment, all 
the users believe that the audio function helped them a lot to find 
the correct direction. They appreciated the design that once they 
approached closer to one area, a sound appears, the stronger that 
sound is, the closer it means for the participant that they are to the 
destination. It was obvious from the observations that  the audio 
cues help the users for way finding when they navigate in such 
haptic 3D virtual environments. This also demonstrate further our 
findings in another study (which were submitted to TOCHI) that 
audio cues can make a difference in a haptic virtual environment. 

However, although the sound was 3D we noticed that 
sometimes it was hard to describe where it comes from, whether it 
comes from front/back or up/down. What the user can do is to 
recognize the audio’s direction just by the volume approximately. 
This will cause a problem in a collaborative situation that it will be 
hard to describe the direction by words where to go for the other 
co-player. The participant can only understand it when they were 
there and feel it by themselves. 



4.3 Navigation, Mobility and Orientation 
During the interview session, our questions regarding navigation 

were about what were their strategies on navigation, and spatial 
orientation and mobility with haptic，audio interaction. Did the 
haptic and audio aids provide an effective support for mobility and 
orientation? What more requirements are there for haptic and audio 
aids? 

We noticed that first of all there was a big difference on whether 
they understand what a labyrinth is or not. It will affect a lot on their 
performance. Some of them, that were not blind when they were 
born, and know what a labyrinth looks like in their mind, could 
spend less time on navigation when they use the haptic device to 
navigate in the labyrinth. Those who had never see and known what 
a abyrinth is, spent lots of time on figuring out the spatial layout, 
how to walk inside of it.  

Secondly, some of them didn’t have any strategy; they navigate 
the environment and tried to find out what’s inside just by chance. 
They navigated without any clue to follow. But as they describe, 
they appreciated that the haptic function helped them to feel 
something concrete standing there with different texture. These are 
very important insights about the spatial layout. During their walking 
process in the haptic environment without any clue, once they hear 
a sound by chance, then audio cues gave them another important 
clue to follow for way finding. This actually helped them a lot to 
finish the task according to the description.  

On the other hand, one of them had a strategy on how to 
navigate in such haptic virtual environment, as he described, once 
he found a wall to follow, he then tried to follow the wall with the 
haptic force feedback to the end of it several times and then follow 
it to another connected one until he got a clear view on spatial 
layout. Users could follow the wall making a movement with the 
haptic force feedback and finding the direction where to go by the 
audio feedback. In this way they made themselves getting closer to 
the destination. Therefore we can make a conclusion that the 
spatial architecture and texture in such environment will influence 
the way of navigation, mobility and audio has a crucial impact on 
orientation.  

5 DISCUSSION 



This study demonstrates the possibility and accessibility for 
blind and visually impaired people to play online 3D VR games like 
Second Life in a 3D haptic and audio virtual environment. However, 
from the accessibility aspect, it is not all of the visually impaired 
people can access the haptic 3D virtual environment easily and 
quickly. There is a big gap between what the environment looks like 
in the participants’ mind and what it actually looks like. Two of the 
participants who had never the experience in playing haptic 3D 
virtual game before, spent lots of time on accessing and 
understand the environment. One of the participants said, that he 
can’t understand how the distance that he did with the haptic 
device, Phantom Omni, matches the real distance that he walks in 
real life. He totally didn’t understand how long or how far it will be 
for each step when he used the Phantom Omni to walk in such a 
haptic virtual environment. At this point, he felt disappointed on 
control. Therefore, matching the gap between what the 
environments should be in the participants’ mind and what actually 
it looks like with haptic and audio interactive feedback will be a key 
issue for design to improve accessibility and usability for blind and 
visually impaired people.  

        Regarding navigation, mobility and orientation issues, 
users could follow the wall and make a movement with the haptic 
force feedback and find the direction where to go by the audio 
feedback. In this way they made themselves getting closer to the 
destination. Therefore we argue that spatial architecture and 
sensitive texture in such environment will influence the way of 
navigation, mobility and orientation. This study can later serve as an 
input to presentations on orientation and navigation of spatial 
structures using haptic and auditory interfaces. 

        Participants were highly interested in the idea of games 
applications with the haptic device, but some of them who figured 
out how to walk through the Labyrinth quickly and easily wanted 
the games to be more complicated like the games that sighted 
people play using computers.  

       The target audience for such an application should include 
blind users and visually impaired people in the workplace or in 
higher level education, and those blind users in the community with 
an interest in online computer games. An application of this kind 
meets the social needs for inclusion; it provides increased 
accessibility for blind and visually impaired people to access haptic 



virtual environment for route planning or entertainment purposes 
and improves their life quality. 
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